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the first place). In fact, the core of the debates does not pertain to the precise location 
of the cursor on a continuous innate/learned dimension, but on a more qualitative 
distinction, namely whether language acquisition and especially syntax mastery rests 
on innate language-specific and modular mechanisms, or instead, on all-purpose 
domain-general learning processes. It has been rightly pointed out that this character-
ization eliminates from the landscape hybrid positions that would be logically viable,1 
but in keeping with most of the literature, and given that hybrid positions are not 
evoked in the following analysis, we use nativist (and nonnativist) to designate posi-
tions advocating for (or against) an innate language-specific module, which would be 
at the core of the language faculty.

This chapter aims at examining the potential contribution to these debates of the 
literature on implicit learning, defined as the set of studies addressing the question of 
how participants learn in incidental conditions when they are faced with complex situ-
ations governed by arbitrary rules in laboratory settings. Even though the rules under-
lying these situations do not mimic those of natural grammars, the ultimate objective 
of most researchers exploiting this methodology is to investigate how humans learn 
from natural settings, including first and second languages. The focus on implicitness 
still strengthens the a priori relevance of this research domain for language acqui-
sition. Indeed, irrespective of the exact meaning given to the implicit/explicit dis-
tinction, there is no doubt that insofar as learning mechanisms are engaged in early 
language acquisition, they should be mostly implicit in nature. It is highly implau-
sible that infants would have some intention to develop learning strategies, and would 
acquire explicit knowledge of the rules of their language.

In the following, we first outline some aspects of the debate on language learnabil-
ity, then we examine how the knowledge gained from the studies on implicit learning 
in laboratory settings could influence this debate. Note that this chapter does not focus 
on the empirical studies that use natural languages as materials (mainly in the context 
of second-language acquisition) within a framework making heavy use of the concepts 
and methodology from implicit learning research. Excellent reviews on these studies 
are available elsewhere (e.g. Ellis, this volume; Williams & Kuribara, 2008; Williams 
& Rebuschat, 2012). Our objective is rather to emphasize the points of convergence 
existing between areas of research that primarily evolved in complete independence, 
with the postulate that conclusions emerging from independent sources of evidence 
may have add-on value.

.  Newport (2011) notes that “the question of innateness and that of modularity are in 
principle distinct” (p. 281). See also Ambridge and Lieven (2011).
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The debate on language learnability: A selective summary

The nativist position

We propose to decompose the logic of the nativists’ arguments into a sequence of pos-
tulates or propositions. The following list is not intended to reflect a faithful historical 
sketch. For instance, proposition based on the lack of negative evidence (P5) does not 
come from Chomsky himself: Chomsky (e.g. 1965) initially assumed that child’s input 
comprised “nonsentences”, and the lack of negative evidence was first put forth against 
a nativist account of language acquisition. Moreover, we are aware that people defin-
ing themselves as nativist may disagree with one or another of the following points. 
However, we hope that the following sequence of propositions is fairly representative 
of the prevalent nativist claims.

(P1) The starting observation is that adults are able to produce and understand an 
infinite number of sentences in their language (and not only the small subset of utter-
ances that they heard in the past) and to distinguish new grammatical sentences from 
ungrammatical sentences.

(P2) Accounting for this observation implies the mastery of a grammar. The char-
acteristics of this grammar are determined by the properties of natural languages, and 
notably their hierarchical structure (by contrast with a purely linear organization). 
As an example, let us consider center-embedded linguistic productions. Suppose two 
sentences, a1b1 and a2b2, with a and b representing, respectively, NP and VP. The 
sentence a1a2b2b1 has a center-embedded structure because a2b2 is embedded within 
a1b1. An example of embedding in English is “the rat the cat ate stole the cheese”, in 
which one relative clause (“the cat ate”) is nested within the sentence (“the rat stole the 
cheese”, see Figure 1). Note that the notion of hierarchical phrase structure is still fun-
damental for generativist linguists,2 even though the initial notion of transformation 
(e.g. that declaratives and interrogatives are derived from a common kernel through 
transformational rules) is no longer advocated.

(P3) The objective of cognitive researchers is to account for the full knowledge 
of this grammar, coined as linguistic competence. Focusing on performance, which is 
the production of actual utterances affected by “such grammatically irrelevant condi-
tions as memory limitations, distractions, shifts of attention and interest, and errors” 
(Chomsky, 1965, p. 3), is a misconception. Taking as illustration the center-embedded 
structure referred to above, producing a sentence with one or two levels of embed-
ding attests to the capacity of producing an infinite number of embeddings recursively, 
and what has to be explained is the idealized mastery of the recursive rule. Recent 

.  For the sake of simplicity, we focus here on a purely syntactic notion of linguistic compe-
tence, which is only a part of the generative school of thought.



© 2015. John Benjamins Publishing Company
All rights reserved

	 Pierre Perruchet & Bénédicte Poulin-Charronnat

hypotheses make the central claim that the ability to process center-embedded struc-
tures is a critical cognitive feature distinguishing human from nonhuman cognition 
(Hauser, Chomsky, & Fitch, 2002).

(P4) Inferring such a grammar from experience is impossible. Indeed, any specific 
utterance is consistent with an infinite number of generalizations. The available evi-
dence is not sufficient to eliminate irrelevant grammars, for two main reasons:

(P5) First, to infer that a grammatical rule is incorrect, infants should need nega-
tive evidence (i.e. information about what the language is not). For instance, to dis-
cover that center-embedding is the correct way for combining two sentences, infants 
should need to be told that utterances such as a1a2b1b2 are incorrect. To quote Pinker 
(1996), “without negative evidence, if the child guesses too large a language, the world 
can never tell him he is wrong” (p. xvii).

(P6) Second, the information provided through positive evidence (i.e. informa-
tion about what the language is) is difficult to exploit through domain-general pro-
cesses (such as associative learning) due to the problem of combinatorial explosion. 
To quote again Pinker (1996), “In most distributional learning procedures there are 
vast numbers of properties that a learner could record, and since the child is looking 
for correlations among these properties, he or she faces a combinatorial explosion of 
possibilities […] To be sure, the inappropriate properties will correlate with no oth-
ers and hence will eventually be ignored, leaving only the appropriate grammatical 
properties, but only after astronomical amounts of memory space, computation, or 
both.” (p. 49).

S

Stole the cheese

The rat

NP

NP

NP VP

S

VP

The cat ate

Figure 1.  Schematic diagram of a phrase-structure grammar generating center-embedded 
sentences (triangles are used to mean that phrase internal structures are omitted).  
S = Sentence, NP = Noun Phrase, VP = Verb Phrase
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(P7) Consideration of P5 and P6 implies that grammar knowledge can only be 
innate.

(P8) Innateness of the grammar implies in turn its universality, given that the 
grammar must be able to account for all languages around the world. Although the 
content of the Universal Grammar (UG) has substantially varied since the Chomsky’s 
early writings, the postulate of UG remains as the cornerstone of the system (e.g. 
Chomsky, 2011).

Challenging views

Overall, challenging views focus on two complementary points. The nativist position 
would (1) overestimate the relevant linguistic knowledge and (2) underestimate the 
power of domain-general learning processes. To a large extent, these two points are 
in fact linked together, because the power of learning processes can only be assessed 
in relation to the to-be-explained observations. However, the relative weight of each 
factor differs between approaches. The Bayesian approach emphasizes the power of 
domain-general inferential processes, without questioning the postulate that language 
mastery is based on abstract grammatical knowledge. The starting point of disagree-
ment of the other approaches, which are much more developed, is more related to the 
very nature of linguistic knowledge, with the renewed adequacy of domain-general 
cognitive process being in part a consequence of this change.

The Bayesian approach
The advocates of the Bayesian approach (e.g. Kemp, Perfors, & Tenenbaum, 2007) do 
not question the fact that infants must select the correct grammar over the space of 
all the possible grammars that could account for the actual input. In other words, P1, 
P2, and P3 remain unquestioned. However, instead of invoking innate constraints to 
guide hypothesis selection, they refer to an approach in which the choice is guided by 
the probability of the different grammars. In keeping with a Bayesian framework, this 
posterior probability would be dependent on both the a priori probability of the gram-
mar, with the more compact grammar being the better valued, and the grammar’s like-
lihood, defined as the probability for the current data to be generated by the grammar. 
There is a trade-off between these two components, because when the simplicity of the 
grammar increases, the fit to the data decreases, and conversely, precision is attained 
at the cost of additional complexity. The optimal balance is determined by the way of 
Bayesian inference.

Perfors, Tenenbaum, and Regier (2011) examined whether such a model exposed 
to a subset of the CHILDES database was able to correctly process the auxiliary-fronted 
interrogatives in English. They concluded that the hierarchical phrase-structure gram-
mar favored by their model succeeded in this task, even though the few hours of 
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conversation entered into the model provided no direct evidence of auxiliary fronting 
in sentences comprising relative clauses.

Although this result is impressive,3 it is worth stressing that the model requires 
considerable representational and computational power from the learners. Indeed, the 
model assumes that the learner is able to represent a hierarchical phrase-structure 
grammar among other possible grammars from the outset. Learning simply allows 
a learner without innate preference for this grammar to correctly select it over other 
grammars. Moreover, this selection requires heavy calculation. Perfors, Tenenbaum, 
Griffiths, and Xu (2011) acknowledge that “conventional algorithms for Bayesian 
inference running on conventional computing hardware take days or weeks to tackle 
problems that are vastly smaller than those the brain solves” (p. 314). We will come 
back to these points later.

Usage-based/emergentist approaches
The other alternatives to the nativist position no longer consider that language mastery 
implies knowledge of a full-blown grammar. In other words, the challenge concerns P2 
and P3 of the nativist position. Linguistic performance replaces linguistic competence 
as a research objective. The prevalent perspective takes the form of so-called “usage-
based approaches”, which hold that children’s language development emerges for the 
purpose of communicative intentions (comprehension and production).

The main tenet of usage-based approaches is that language development is item-
based or exemplar-based. The early stages of language acquisition would be character-
ized by a collection of memories of previously heard utterances, each utterance being 
composed of one word, or more generally, of an unanalyzed chunk comprising a few 
words, associated with a meaning. These meaningful multiword linguistic units would 
be exploited both in comprehension and production.

For those familiar with the literature on the exemplar models of categorization 
(e.g. Medin & Schaffer, 1978) or implicit learning (e.g. Brooks, 1978), asserting the pri-
macy of item-based units is misguiding, however. In fact, in usage-based approaches, 
the frequency of occurrence plays a crucial role in shaping the linguistic units (Bybee, 
2007; for a review, see Diessel, 2007), so that usage-based models of language are 
more akin to statistical approaches than to the earlier line of thought focusing on the 
memory of exemplars. For instance, Bannard and Matthews (2008) selected frequently 
occurring chunks of four words in a corpus of child-directed language (e.g. a drink of 
tea), and they observed that 2-year and 3-year olds were more likely to repeat those 

.  Even if Berwick, Pietroski, Yankama, and Chomsky (2011) contest that such a demonstra-
tion rules out the POS argument. They notably contend that the grammar selected by Bayesian 
inference would fail to accommodate the full range of facts concerning constrained ambiguity.
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sequences than to repeat control sequences matched in frequency with regard to indi-
vidual words, but infrequent as a whole (e.g. a drink of milk). These and other results 
attest that children store frequent multi-word utterances as chunks.

There is evidence that the use of these rather specific units is not limited to the 
early stages of acquisition, and persists into adulthood. However, the prevalent idea 
is that these units also serve as a database for the construction of a lexicon, and more 
abstract grammatical regularities during subsequent stages of language development. 
The level of abstractness differs as a function of authors (to quote Ibbotson, 2013, 
p. 10,“there are almost as many usage-based theories as there are theorists”). At one 
extreme, several usage-based models hold that even simple lexical categories such as 
nouns and verbs, are not abstracted (e.g. Freudenthal, Pine, & Gobet, 2006), and that 
each item-based construction defines its own word class (Croft, 1991). Other authors 
accept the notion of lexical categories, and that fully articulated syntactic processing 
can take place in adult language on some occasions. However, the prevalent idea is that 
item-based generalizations are different from the very abstract structures envisioned 
in generative grammar, due to their local origin from a set of partially overlapping 
constructions. Instead of a fundamental division between lexical units and the rules 
that combine them, lexical items, word classes, and syntactic schemas are all viewed as 
constructions, which only differ along a continuum of specificity.

In this view, grammar emerges as generalizations from frequently used pattern, 
hence the term “emergentism” that is often used to designate this approach. As defined 
by MacWhinney (2010), the core difference between UG and emergentism is that “in 
the emergentist account, language depends on a set of domain-general mechanisms 
that ground language on the shape of the human body, brain, and society” (p. 472). As 
pointed by MacWhinney and others, statistical learning is one of the multiple domain-
general mechanisms that serve to support language learning in this framework.

But for the argument of this chapter and given the available space, we refer the 
reader to available syntheses (e.g. MacWhinney, 2004) for more detailed information.

To sum up, the theories of language acquisition differ in striking ways. In the once 
prevalent nativist view (e.g. Chomsky, 1965), language acquisition proceeds through 
the selection of grammatical rules operating on abstract word classes, which are an 
instantiation of an innate and universal grammar. The task of researchers is to account 
for the mastery of this idealized grammar, called the linguistic competence. The Bayes-
ian approach (e.g. Perfors et al. 2011) endorses the idea of abstract grammatical com-
petence, but contends that humans are able to acquire this grammar from linguistic 
experiences through powerful inferential processes. Finally, in the now extensively 
developed usage-based approaches, the task of researchers is to account for the actual 
comprehension and productions of the learners, which take initially the form of item-
based memories of specific utterances, followed by the extraction of some regularities 
through all-purpose learning processes.
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The question is now: What are the implications of laboratory studies on implicit 
learning for this debate?

The implicit learning literature: A few key points and their implications

We examine below a few points that we consider as the key tenets of the implicit learn-
ing literature, and their implications with regard to language learnability. Although 
these points are largely consensual, some authors may take issue with specific aspects 
of our presentation. We take here for granted that implicit learning research and 
the more recent studies on statistical learning following the seminal Saffran and co-
workers papers (e.g. Saffran, Aslin, & Newport, 1996) investigate closely related phe-
nomena4 (e.g. Misyak, Goldstein, & Christiansen, 2012; Perruchet & Pacton, 2006), 
and that these phenomena involve primarily the mechanisms that were identified 
in the conventional associative learning tradition (Perruchet & Poulin-Charronnat, 
2012a). In addition, we pass over in silence the whole issue of whether the knowledge 
resulting from an implicit learning session is conscious or unconscious, even though 
this issue has raised a lively debate in the literature on implicit learning (e.g. for a 
review, see Shanks, 2005), and also in studies on second language acquisition (see 
Ellis, this volume). The main reason is that we are not sure that the very notion of 
“unconscious knowledge” makes sense (see Dulany, 1991; Perruchet & Vinter, 2002), 
and even if one endorses the validity of this notion, results in this area appear to be 
inconclusive and highly controversial. Space is lacking for providing a better-balanced 
handling of each point (for reviews on implicit learning, see Perruchet, 2008; Shanks, 
2005). However, we hope that the remainder of this chapter will be suggestive even for 
the readers who do not share all our views.

No implicit rule abstraction

Certainly the most striking conclusion of implicit learning research is that when par-
ticipants are faced with a complex situation governed by arbitrary rules in incidental 
learning conditions, they improve their performance, but without learning the under-
lying rules (e.g. Shanks, 2005). An immediate cautionary remark is in order: Formally, 
the subtitle of this section is an overstatement. The failure to observe implicit rule 
abstraction does not prove that implicit rule abstraction is impossible, but only that is 
has not yet been observed. However, two points are worth considering.

.  We refer here to the stream of research on statistical learning that is now prevalent in 
the domain of language acquisition. It is clear that we do not deny the possibility of learning 
explicitly from distributional information (e.g. Onnis, 2012).
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First, it can hardly be argued that this conclusion has been biased by researchers’ 
theoretical entrenchment, which, for instance, would have led them to create ad-hoc 
arbitrary situations. Indeed, all the situations explored in this area of study have been 
initially devised to demonstrate rule abstraction, and they were initially claimed to 
be successful with regard to this objective. Without any exception, evidence that per-
formance improvement in these situations was due to other mechanisms than rule 
discovery was provided in subsequent reappraisals.

Second, these reappraisals did not simply propose an optional, alternative account. 
The use of arbitrary situations allows manipulations that lead to definitely reject rule-
based interpretations of the observed performance for these situations. By and large, 
these reappraisals are grounded on the fact that the rules selected by the experiment-
ers lead to generate distributional biases in salient characteristics of the materials, and 
that participants learn from these correlated features. Experimental studies have regu-
larly demonstrated either that keeping the rules while removing the correlated features 
impaired learning (e.g. Desmet, Poulin-Charronnat, Lalitte, & Perruchet, 2009; Wright 
& Burton, 1995), or that removing the rules while keeping the correlated features did 
not impair performance (e.g. Perruchet & Pacteau, 1990).

To illustrate, let us consider the artificial grammar learning paradigm, initially pro-
posed by Reber (1967; see Pothos, 2007, for a review). Participants first study a set of 
letter strings generated from a finite-state grammar, such as shown in Figure 2. Partici-
pants are then subsequently informed about the rule-governed nature of the strings and 
asked to categorize new grammatical and nongrammatical letter strings. Participants 
are typically able to perform this task with better-than-chance accuracy. Reber’s (1967) 
original proposal was that participants have internalized the finite-state grammar.
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Figure 2.  The artificial grammar used by Perruchet and Pacteau (1990) among others. For 
example, MTTV and VXVRXVT are grammatical, whereas MXVT is not grammatical

Looking at the grammar however, it appears that some associations between let-
ters are possible (e.g. MV) and others impossible (e.g. MX), and that among the legal 



© 2015. John Benjamins Publishing Company
All rights reserved

	 Pierre Perruchet & Bénédicte Poulin-Charronnat

associations, some are more frequent than others (e.g. RX presumably occurs more 
often than RM). If participants learn something about the frequency distribution of 
the pairs of letters (bigrams) that compose the study strings, they should perform sub-
sequent grammaticality judgments better than chance. Perruchet and Pacteau (1990) 
tested this hypothesis. They reasoned that, if subjects learn only bigram information 
when faced with the whole strings, the direct presentation of the bigrams, which pre-
cludes the use of any high-level rules, should not change the final performance. The 
prediction was confirmed: The performance of participants who had learned using the 
complete grammatical strings (as usual) and those of participants trained using the 
bigrams from which these strings were composed were statistically indistinguishable.

Another argument against rule abstraction relies on the fact that in a given experi-
ment, participants are exposed to a subset of the virtual full set of strings generated 
by the grammar. This subset cannot be perfectly representative of the full set for all 
aspects. For instance, the frequency distribution of the observed bigrams has a high 
probability of departing to some extent from the frequency of the bigrams composing 
the full set of strings. Reber and Lewis (1977) argued that if participants abstract the 
rules of the grammar, they should be sensitive to the bigram frequency of the virtual 
full set of strings, and not the frequency of occurrence of the bigrams composing the 
strings actually displayed in the study phase. Reber and Lewis provided empirical data 
supporting this hypothesis. The logic of the argument is indeed sound, but the sup-
porting data turned out to be due to various methodological drawbacks. When these 
drawbacks were removed, participants were shown to be sensitive to the frequency 
distribution of the bigrams they actually perceived (Perruchet, Gallego, & Pacteau, 
1992), running against the contention that studying grammatical letter strings gives 
access to the abstract structure of the grammar.

What does that mean for language learnability? At this point, certainly not that 
bigram information would be sufficient for mastering natural languages. However, 
if one takes for granted that even simple rules cannot be learned under incidental 
conditions, which are prevalent for language acquisition, it remains two possible con-
clusions: Either the rules of the language are given as a part of the human genetic 
endowment, such as claimed by nativists, or learners’ linguistic knowledge is not rule-
based as in the usage-based/ emergentist approaches. Noteworthy, this choice lets 
aside the Bayesian approach, in which rules are inferred thanks to powerful inductive 
processes. There is no sign of such processes in the implicit learning literature.

A shortcoming of the Bayesian approach could be to assume that learners pro-
ceed as linguists do when faced with a new language, by selecting the correct gram-
mar among a host of possibilities. Note that this assumption is an explicit claim. For 
instance, Perfors et al. (2011) recurrently compare learners and linguists, as if the 
alleged parallelism strengthened the validity of the authors’ assumptions. What is 
neglected here, however, is that there is a fundamental difference between a child and a 
linguist, namely that the former learns in implicit conditions, while the latter is driven 
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by intentional and conscious thoughts (in addition to having a much larger knowledge 
basis). In this regard, the Bayesian framework endorses an (often tacit) postulate that 
is construed by Perruchet and Vinter (2002) as the main flaw of the mainstream cog-
nitive approach, namely taking the conscious mode of functioning of scientists as a 
model of one’s unconscious processing (with the additional assertion that unconscious 
processing if free of the functional constraints of conscious thoughts).

The primacy of statistics: Implications for the lack of negative evidence

The preceding point should not be taken as a pessimistic assessment about the paucity 
of human learning abilities in incidental conditions. Instead, a second conclusion of 
implicit learning research is that participants quickly learn from complex settings, but 
they do so thanks to their powerful ability to exploit the statistical regularities available 
in the environment. Of course, statistical learning often provides only an approxima-
tion to rule-based knowledge, but the entire literature on implicit learning shows that 
this approximation is good enough to have misled researchers for years.

It is worth noting that acknowledging the primacy of statistical learning turns 
upside down the nativists’ argument regarding the lack of negative evidence (P5). Neg-
ative evidence is arguably necessary whenever knowledge is conceived as rule-based, 
with learning consisting in hypothesis testing operations aimed at rule-selection. 
However, negative evidence is not only objectless, but harmful, whenever rule learning 
is no longer involved. This phenomenon has been clearly demonstrated in old studies 
on spelling. For instance, Brown (1988) explored the harmful effect of reading defec-
tive writings on subsequent spellings. He presented erroneous spellings of words to 
participants who were asked to rate how closely those misspellings resembled the cor-
rect spellings. The subsequent recognition of the correct spellings was impaired by the 
prior exposure to the incorrect alternatives. Thus, interference occurred even though 
participants were fully aware of the incorrectness of the writings they were exposed 
to (see also Perruchet, Rey, Hivert, & Pacton, 2006). The deleterious effect of being 
exposed to erroneous information on a subsequent memory test, even if this infor-
mation is flagged as incorrect (as is the case for negative evidence), has been heav-
ily explored, for instance in the context of pedagogical or testing methods involving 
multiple-choice procedures (e.g. Roediger & Marsh, 2005), and in studies comparing 
errorfull and errorless learning, especially in neuropsychological patients (e.g. Pitel, 
Perruchet, Vabret, Desgranges, Eustache, & Beaunieux, 2010).

From transitional probabilities to chunk formation

Language researchers from the nativist obedience generally postulate that statisti-
cal learning proceeds through the computation of pairwise associations. Pinker (e.g. 
1996) asserts that a learner has to build a huge contingency table, the rows and col-
umns of which are the properties of elements. For example, Pinker wrote that “he or 
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she could record of a given word that it occurs in the first (or second, or third, or nth) 
position in a sentence, that it is to the left (or right) of word X or word Y or …, or that 
it is to the left of the word sequence WXYZ, or that it occurs in the same sentence with 
word X (or words X, Y, Z, or some subset of them), and so on.” (p. 49). In the more 
recent literature on statistical learning, the focus is on the computation of some kind of 
conditional or transitional probabilities between elements. At the computational level, 
this interpretation is generally implemented by connectionist networks, most often 
Simple Recurrent Networks (SRN).

The idea that the sensitivity to statistical regularities stems from the computa-
tions of conditional probabilities has been occasionally advocated in implicit learning 
research, but, by and large, this sensitivity is generally thought of as a by-product of 
chunk formation. The following example illustrates how the two accounts may differ 
in their predictions.

In a recent study by Endress and Mehler (2009), participants were exposed to 
an unsegmented artificial speech flow composed from trisyllabic words such as ABX, 
YBC, and AZC (with each letter standing for a syllable). These words were derived 
from the (unheard) “phantom-word” ABC. The phantom-word had exactly the same 
transitional probabilities between its constituent syllables (i.e. AB, BC, and A…C) 
than the (heard) trisyllabic words it generates. The reasoning was straightforward: If 
subjects have only learned pairwise relations, they should be unable to distinguish 
between the actual words and the phantom-words when both are played in a subse-
quent forced-choice test. However, if they have learned a word-like unit, that is some 
acoustical word candidates that could be later mapped as a whole to a meaning, they 
should select words over phantom-words. Although Endress and Mehler reported no 
difference between words and phantom-words, presumably due to the reduced level 
of intelligibility of their synthesized speech flow, Perruchet and Poulin-Charronnat 
(2012b) showed in three experiments using the same design that participants pre-
ferred words over phantom-words after only 5 min of exposure to the language. This 
result demonstrates that a chunk cannot be reduced to the concatenation of its parts, 
echoing the demonstration by Bannard and Matthews (2008; see above, 1.2.2.) that a 
frequent four-word utterance in child-directed language could not be reduced to the 
sequence of its components for 2-year and 3-year-old children.

Additional evidence for chunk formation stems from the discovery that adults 
(Perruchet & Desaulty, 2008) and infants (Pelucchi, Hay, & Saffran, 2009) are sensi-
tive to backward transitional probabilities (given AB, the probability that B has been 
preceded by A) to the same extent as to forward transitional probabilities (the prob-
ability that A will be followed by B). This learners’ ability is not compatible with the 
prediction-based logic of the SRNs. By contrast, the concept of chunk is naturally con-
sistent with the bidirectionality of associations, and unsurprisingly, chunk-based mod-
els (e.g. Perruchet & Poulin-Charronnat, 2012b) account for the learners’ sensitivity 
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to backward transitional probabilities without involving other mechanisms as those 
responsible for the sensitivity to forward transitional probabilities.

Conceiving chunks as the end-product of implicit learning (see Giroux & Rey, 
2009, for further evidence) strengthens the bridge between implicit learning and usage-
based approaches of language. Indeed, the starting point of usage-based approaches is 
the construction of multi-word units, conceived as unanalyzed chunks. One could 
object that chunks in implicit statistical learning investigations (1) are more similar 
to the words of the language than to the multi-word units of usage-based approaches, 
(2) do not include meaning or still, (3) link only within-modality elements. It must be 
realized, however, that learners cannot build units that are not present in the experi-
mental materials, and participants have been typically exposed to random sequences 
of auditory or visual forms without any syntax or referents. There is evidence that if a 
phrase structure is present in an artificial language, the mechanisms that create words 
from syllables now create phrases from words, hence improving sensitivity to phrase 
structure (e.g. Thompson & Newport, 2007). Likewise, if one admits that chunking 
rests on associative learning mechanisms, there is no reason to restrict the chunks to 
a single modality (and for example to consider that cross-modal chunks need explicit 
learning). Indeed, as a rule, the stimuli used in most conditioning studies belong to 
different modalities (for a different view, see Ellis, this volume).

Beyond surface features

Implicit learning, as any form of associative learning, is often conceived as tightly 
linked to the surface features of the stimuli. The common opposition between rule-
based and association-based frameworks leads to think that abstraction and associa-
tion are mutually exclusive. This limitation would have devastating consequences. 
For instance, transposed to the issue of learnability, this would mean that associative 
processes could handle concrete events, such as the words “cat” or “eat”, but not the 
abstract categories of noun and verb, and still less the linguistic constituents of higher 
levels.

It is worth stressing that the implicit learning literature shows unambiguously 
that associative processes operate on abstract entities. For instance, participants give 
evidence of learning about abstract features such as the distributional properties of 
the repetitions of nonadjacent letters in artificial grammar learning settings (Lotz & 
Kinder, 2006), the back-and-forth movement of a target in serial reaction time tasks 
(Perruchet, Gallego, & Savy, 1990), the frequency of octave intervals (Desmet et al. 
2009), and the repetition of digits in invariant learning (Wright & Burton, 1995), 
among others. Acknowledging that implicit learning can handle abstract events is not 
a late and surreptitious addition to the conventional associative framework. The fact 
that complex representations can enter into associative links, and the high explanatory 
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power of this mode of functioning, has been pointed out in the modern literature on 
conditioning and learning (e.g. Mackintosh 1997, pp. 883–884).

Undoubtedly, acknowledging that associative learning processes can bear on 
abstract properties of the world considerably extends the power of associative mecha-
nisms, but it should be stressed that this does not amount to assert that associative 
and rule-based mechanisms are similar. As cogently argued by Redington and Chater 
(2002),“surface-independence and rule-based knowledge are orthogonal concepts.” 
(p. 124). Insofar as implicit learning processes are engaged, surface-independence 
is not an issue of concern, but rule-based operations on cognitive representations, 
whether concrete or abstract, have no place. This assessment is fully consistent with 
the evidence collected in a more linguistic context by Williams and collaborators 
(e.g. Williams & Kuribara, 2008; see also Williams & Rebuschat, 2012). Williams and 
Kuribara exposed native English speakers to a semi-artificial language combining the 
(unknown) syntax of Japanese with their familiar English lexicon in incidental condi-
tions of learning. They showed that participants learned more than the specific word 
sequences they were exposed to, and were sensitive to the canonical word order of 
Japanese. Abstract coding was attested by the participants’ ability to reliably accept 
sentences that contained different words from training sentences. However, they failed 
to acquire generalized grammatical rules, as shown, for instance, by their failure to 
reject ungrammatical sentences when their structure was complex.

It remains that jointly considering the fact that implicit learning results in the 
formation of chunks, and that the content of these chunks can include abstract com-
ponents, fills a part of the gap separating a simplistic notion of statistical learning and 
the notion of hierarchical phrase-structure grammars. Indeed, the notion of transi-
tional probability, or more generally the notion of pairwise association or sequential 
dependency, seems better fitted with linear grammars governing the position and 
the immediate succession of specific elements. By contrast, construing chunks as 
the end-product of implicit learning processes naturally opens to the possibility of a 
hierarchy of chunks, with superordinate and subordinate elements (Servan-Schreiber 
& Anderson, 1990). Moreover, accepting abstract representations as components 
makes it possible to conceive of these components, for instance, as lexical categories. 
A provisional conclusion is that, overall, the end-products of implicit learning seem 
much closer to a hierarchical structure such as represented in Figure 1 than could be 
anticipated.

The role of attention

Attention is a necessary and sufficient condition for implicit learning
In implicit learning settings, all the elements of the situation are overtly supraliminal. 
This does not entail that they are attended to. A question of major interest is whether 
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performance improvement depends on the amount of attention paid to these elements 
during the familiarization phase. The main strategy consists in adding a concurrent 
secondary task during the training session, then observing whether performance 
improvement is equivalent to that observed in a standard procedure. Although a few 
earlier implicit learning studies claimed that at least some forms of learning do not 
require attention, the bulk of recent evidence supports the opposite conclusion (for a 
review see Perruchet, 2008). As a rule, performances are degraded under double-task 
conditions. Without at least minimal attentional involvement, even simple and highly 
salient covariations or regularities turn out to be impossible to learn (e.g. Hoffmann & 
Sebald, 2005; Jiménez & Méndez, 1999). Conversely, nonsalient covariations or regu-
larities can be learned provided that they are some reasons to pay joint attention to the 
relevant events (e.g. Pacton & Perruchet, 2008).

In line with other authors (e.g. Frensch & Miner, 1994; Logan & Etherton, 1994; 
Stadler, 1995), we consider here that associative learning is an automatic process that 
links together all of the components that are present in the attentional focus at a given 
point. It is worth noticing that this position, bypassing terminological issues, does not 
depart from the behaviorist view of Thorndike (e.g. 1932). Thorndike posited that a 
necessary condition for the creation of associative links is that the to-be-associated 
events are perceived as belonging to the same unit, a condition that he coined as the 
principle of belonging. Endorsing this framework is crucial with regard to the issue of 
learnability, because, as detailed in turn just below, the need for attention prevents 
from the combinatorial explosion predicted by the nativists, due to its selective char-
acter, while, at the same time, releasing the nature of the formed associations from 
unwanted constraints (such as event contiguity).

Implications for the combinatorial explosion
The combinatorial explosion refers to the exponential increment of possible associa-
tions between the available properties of the environment with the addition of new 
properties (P6). Because selectivity is a ubiquitous attribute of attentional processes, 
limiting the properties of the environment to those that are attentionally processed 
provides a straightforward response to the combinatorial explosion argument. How-
ever, this quantitative consideration is only a part of the matter. More importantly, 
it is worth stressing that attention does not act as a blind filter that would operate a 
random selection among the possible candidates for entering into new associations. 
Indeed, attention is naturally oriented towards events that have high chance of being 
relevant.

To illustrate, let us consider a question raised by Karmiloff-Smith (1992, p. 40) 
as an example of the general issue of learning form-meaning connections. When an 
adult points to a cat and says, “Look, a cat,” how can the child pair the word “cat” with 
the whole animal, rather than, say, with the cat’s whiskers, the color of the cat’s fur, or 
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the background context? The question may find a response in the idea that infants’ 
attention is captured by an array of stimuli sharing specific properties. Two of these 
properties are novelty and movement. If, at a given moment, several primitives are 
new for the infants, and/or move concurrently, it is highly probable that these primi-
tives are processed conjointly in the attentional focus, hence forming a new unit. Now, 
if several primitives are new for a subject and/or move concurrently, there is also a 
good chance that they will be the components of one and the same meaningful unit, 
such as an actual object. Regarding the Karmiloff-Smith’s problem, considering the 
auditory input first, “cat” is newer than “look,” because “look” has been associated with 
many contexts before. As a consequence, it is highly probable that “cat” rather than 
“look” enters into the momentary attentional focus. On the other hand, it is also highly 
probable that the infant’s attention is focused on the animal, which moves as a whole, 
rather than on one of its parts, or on the other elements of the context, which are pre-
sumably more familiar and motionless. In addition, infants’ attention is also known to 
be guided by social cues such as adults’ gaze direction (e.g. Wu & Kirkham, 2010), and 
it is highly likely that an adult saying “look a cat” is also looking at the cat rather than 
at the surrounding events.

To conclude, the apparent problem posed by the unmanageable number of poten-
tial units that can be initially perceived finds a simple solution thanks to the fact that 
attention is naturally captured by a tightly defined set of potentially relevant events. 
Note that attentional capture can be easily explained in evolutionary terms: Something 
new, moving, and capturing adults’ attention has high chance of being relevant for 
survival.

Implications for learning nonadjacent dependencies
Undoubtedly, linguistic structures embed remote dependencies. That is to say, a rela-
tion exists between two events, A and C, irrespective of the intervening events (this 
structure is usually referred to as AXC, where X stands for a variable event, which is 
statistically independent of both A and C). Such relations are found, for instance, in 
morphosyntactic relationships (e.g. between auxiliaries and inflectional morphemes, 
as in “is writing,” irrespective of the verb stem) and, crucially for the present debate, in 
hierarchical phrase structures (e.g. in the sentence: “the rat the cat ate stole the cheese”, 
the rat (A) is associated with stole the cheese (B) irrespective of the relative clause the 
cat ate (X), which may be deleted or replaced by an infinite number of subordinate 
clauses, see Figure (1).

Accounting for nonadjacent dependencies within a statistical associative-based 
framework is a priori difficult. Undoubtedly, most experimental studies on learning 
have focused on the human abilities to detect and exploit the relations between adja-
cent elements. Moreover, from the “theory of contiguity” of Guthrie to the accounts of 
complex learning relying on the notion of chunks, standardly defined as the grouping 
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of a small number of contiguous events, the main theories of learning turn out to be 
devised for situations in which the relevant events are adjacent. A theory of associa-
tive learning positing that joint attention on the relevant events is both a necessary 
and a sufficient condition for learning associations provides a forceful argument for 
extending the relevance of associative learning principles to the learning of remote 
dependencies. This account is fully compatible with the conventional emphasis on the 
condition of contiguity, because the mental content composing the attentional focus at 
a given moment has a high chance of representing events that are close on spatial and/
or temporal dimensions in the environment. However, the attentional content can also 
encompass events that are not adjacent in the environment, all simply because there 
are no functional or structural constraints linking human attention to spatially or tem-
porally contiguous events. Each of us commonly merges present and past events in 
his/her attentionnal focus. An association may be composed of spatially or temporally 
remote events, provided that there is some reason for those events to be attentionally 
processed at the same time.

All-purpose mechanisms

The fact that implicit learning research is not targeted on language makes possible 
the use of multi-modal and multi-domain materials. Several studies have shown that, 
unsurprisingly, fine-grained results may differ according to sensory modality (e.g. 
Conway & Christiansen, 2005, for a comparison between touch, vision, and audition). 
More importantly for our concern, however, there is no evidence that linguistic stimuli 
(whatever their sensory modality) are learned differently from nonlinguistic stimuli. 
For instance, although most studies in artificial grammar learning involve consonant 
letters, a large variety of other stimuli have been used occasionally, such as geomet-
ric forms (e.g. Altmann, Dienes, & Goode, 1995), colors (Witt & Vinter, 2012), and 
sounds differing by their timbre (Bigand, Perruchet, & Boyer, 1998) or their pitch 
(Altmann et al. 1995), without noticeable difference. Still more interestingly, Williams 
and Rebuschat (2012) observed similar effects when directly comparing linguistic and 
nonlinguistic versions of serial reaction time tasks. Likewise, data on word segmenta-
tion have been successfully replicated with tones (Saffran, Johnson, Aslin, & Newport, 
1999) or timbres (Tillmann & McAdams, 2004) instead of syllables.

The lack of substantial difference between linguistic and nonlinguistic stimuli in 
implicit learning research is certainly consistent with nonnativist approaches, which 
all rely on domain-general processes, but it is a double-edged sword: It could be taken 
as indicating that this literature taps only some low-level and uninteresting processes 
that would be common to language and other domains, but would be irrelevant to 
the deep issue of language learnability. The final question is: Is language so unique as 
nativists argue?
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Considering the postulates described above as representative of a nativist posi-
tion, the observation that adults are able to comprehend and to produce an infinite set 
of unheard sentences (P1) also applies to other domains, such as motor organization 
and music: Anyone can execute an action never performed in the past, anyone can feel 
a melody not previously heard as consistent with the rules of tonal music, and so on.

With regard to the problem raised by the lack of negative evidence (P5), Redington 
and Chater (1998, pp. 136–137) wrote:

‘Almost all interesting learning from experience occurs without negative 
evidence, from finite sets of observations. For example, scientific theories are 
entirely grounded in observations of what does happen. Nonetheless, scientific 
progress seems possible. In learning about the physical structure of the world 
children, too, see only positive evidence. Yet they appear to learn a great deal 
about the world from this evidence alone. Since almost all interesting problems 
of learning from experience involve no negative evidence, and can manifestly 
be solved successfully, there seems no reason, at a general level, to assume that 
language learning from experience faces any special difficulties.’

Along this line, the combinatorial explosion that should result from the consideration 
of positive evidence alone according to nativists (P6) does not appear to be a language-
specific issue. In fact, the very same question arises for conditioning in natural set-
tings, in which animals have to select the appropriate conditional stimulus from the 
full array of stimuli available in the environment.

Although it is unquestionable that, at a fine-grained level, language is endowed 
with specific properties, it is not even sure that the main characteristic of the gram-
mars on which nativist linguists focus is warranted. As claimed by Newport (2011), 
“hierarchical phrase structure, while supremely characteristic of human language, 
is clearly not unique to language […] and is utilized in descriptions of the complex 
organization of motor behavior, music, and many other domains” (p. 282). Overall, 
it appears that it is difficult to find identifiable properties that would be shared by 
no other human activities, or at the very least, the properties construed by nativists 
as specific to language – hence justifying particular considerations with regard to its 
acquisition – are much more general than once thought.

About learning failures: Is there an arbitrary/natural gap, after all?

Up to now, we have drawn a somewhat idealized picture of implicit learning research, 
as if any arbitrary situation coming from the experimenter’s mind was quick and easy 
to learn. In fact, this picture is misguiding. Even in standard situations of artificial 
grammar learning with a finite state grammar, performances are far from perfect, 
with a ceiling around 60–70% correct responses. Moreover, complete learning fail-
ures occur on occasion. In particular, it appears that participants consistently fail to 
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learn in incidental conditions from materials generated by a so-called biconditional 
grammar (Mathews, Buss, Stanley, Blanchard-Fields, Cho, & Druhan, 1989; Shanks, 
Johnstone, & Staggs, 1997), at least when chunks of adjacent elements are controlled 
(Johnstone & Shanks, 2001). In a biconditional grammar, each element of the first 
part of a sequence is paired with the element in the corresponding location of the sec-
ond part, generating strings such as a1a2b1b2. Why would a1a2b1b2 be impossible to 
learn incidentally, while a1a2b2b1, the center-embedded structure shown in Figure 1, 
would be learnable?

This difference in learnability between an arbitrary structure and a natural struc-
ture, both of which appearing equally complex from an analytic standpoint, could 
give fuel to a nativist perspective, emphasizing the fact that we are genetically pro-
grammed to process the structures present in language. However, another general line 
of response could be that languages are the product of human culture, and that lan-
guage properties are well-fitted to human learning abilities all simply because they 
reflect domain-general constraints that were present in Homo sapiens when languages 
emerged, and perhaps even in other primates (e.g. Christiansen & Chater, 2008; Tily, 
Frank, & Jaeger, 2011). Of course, what is true for language would be also true for 
other human productions such as music.

Rey, Perruchet, and Fagot (2012) provided a support to this idea from data col-
lected in baboons. In their study, baboons were first exposed to six different pairs of 
visual shapes (noted a1b1, a2b2, …, a6b6) presented on a touch screen. They were 
trained to sequentially touch the first, and then the second element of each pair, while 
ignoring visual distractors. After this intensive paired associate training, they were 
shown two a elements in succession (e.g. a3 and a5), followed by the simultaneous 
presentation of b elements including b3 and b5. The question was: How did baboons 
order their responses? Results showed that baboons selected first b5, then b3, thus 
ordering their responses in keeping with a center-embedded structure rather than a 
biconditional grammar. It is worth stressing that the production of center-embedded 
structures was a spontaneous preference, and not the product of a supervised reinforce-
ment, and that this preference, observed in baboons, cannot be accounted for by some 
transfer or generalization of a structure that would be primarily linguistic. The detailed 
reasons for this preference are not clear, but overall, it is likely that this mode of pro-
cessing is induced by domain-general cognitive constraints, which would affect both 
action and perception (i.e. if baboons naturally produce b5b3 after seeing a3a5, they 
should be prone to associate a3 with b3 when exposed to a3a5b5b3). The final word 
is that, instead of considering that processing center-embedded structures is possible 
thanks to the innate endowment of UG, the considerations above suggest a radically 
different sketch: Both the presence of center-embedded structures in languages and 
their easy learning by humans would stem from a common cause, namely their depen-
dence on ubiquitous domain-general cognitive constraints (see also Monaghan, 2011). 
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Needless to say, this sketch is nothing else than an oversimplified version of an account 
that should notably integrate, among other factors, the effects of cultural transmission 
on the evolution of languages, which could explain why what is only a probabilistic 
preference may end up as a universal pattern in language structure (Smith, 2012).

Conclusion

Summary and research agenda

Although rarely considered in the debate on language learnability, at least upon recent 
days, the literature on implicit learning in laboratory settings turns out to be a valu-
able source of information about how language could be learned. A major result is 
the ubiquitous failure to demonstrate rule abstraction, despite repeated attempts from 
researchers expecting a positive outcome. This result is inconsistent with a Bayesian 
approach. Indeed, insofar as laboratory situations are concerned, there is no evidence 
for implicit inferential processes that would allow participants to assess the Bayesian 
probabilities of multiple hypotheses about the rules governing the experimental set-
tings. By contrast, the conclusions resulting from the implicit learning literature are 
fully consistent with other nonnativist approaches to language acquisition, based on 
the notions of emergentism and usage-based grammars.

It could be argued that, as a matter of principle, the conclusions derived from 
research on learning can only support an empiricist perspective. We do not think 
so. For instance, experimental participants could have proven to be unable to learn 
from complex arbitrary situations in incidental conditions, hence strengthening 
the need for a genetic endowment of natural language acquisition. The conclusion 
stays at the opposite, hence supporting the usage-based approaches, and we see as 
especially striking the convergence in evolution between two research domains that 
have evolved independently. If one lets aside the early attempt of Skinner (1957) 
to account for verbal behavior with basic learning processes, as well as the recent 
Bayesian models, the overall historical picture draws a shift from a rule-based per-
spective (irrespective of whether the rules are instantiations of an innate UG or 
inferred from the data) to a view focusing on the sensitivity to the statistical struc-
ture of the environment. This parallelism may stem from the fact that a rule-based 
account is much simpler to conceive and comprehend for the researcher than an 
approach in which the behavioral sensitivity to complex environmental structures 
is conceived as the product of domain-general associative mechanisms. As a con-
sequence, it is logical that accounts based on domain-general learning mechanisms 
exploiting the statistical structure of the environment emerge only during a later 
stage of research development.
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We surmise that this parallelism in evolution could extend into the future. Indeed, 
we feel that implicit learning research and usage-based/statistical approaches to lan-
guage are faced to similar questions and hence, could share a part of their research 
agenda. In our view, the main point is the following. As mentioned above, the two 
fields of research share the view that the early phases of adaptation to a complex struc-
tured environment essentially consists in the formation of unanalyzed chunks of a 
few elements, which serve for both perception and production. This is a strong and 
worthwhile point of convergence. However, what is less clear is the follow-up of these 
chunks with extended exposure to the stimuli. Regarding natural language, certainly a 
part of them may remain functional throughout adult life, but it is hardly questionable 
that initial chunks also serve as a base for further abstraction. As claimed by Ibbotson 
(2013) in relation to usage-based theories, “clear developmental predictions about how 
the process of abstraction should develop, including which systems should become 
abstract first, are needed” (p. 9). Research on implicit learning in laboratory settings 
could help in this research project. How does abstraction proceed? How do learners 
draw analogies between chunks? What is the final state and in particular, is there a 
need for the formation of abstract categories (similar to noun and verb in language)? 
Is the intervention of conscious and explicit processes necessary at this level of analy-
sis? These are some of the questions that should be addressed in the next years. This 
research agenda needs the elaboration of new experimental settings. Indeed, standard 
procedures of artificial grammar learning or serial reaction times are obviously unable 
to handle such issues, all simply because the materials do not include the relevant 
structures. Whether or not research on natural language and studies using arbitrary 
nonlinguistic events in laboratory will go on to bring out similar responses is open to 
speculation.

Is nativism definitely outdated?

In the introduction of this chapter, the nativist (and nonnativist) positions were 
defined in relation to their endorsement (or their rejection) of an innate language-
specific module, which would be at the core of the language faculty. The literature 
covered in this chapter strongly suggests that there is no need for an innate language-
specific module, even if there is still a long way to go before reaching a full-blown 
account of language mastery based on domain-general learning processes. The lack 
of project directly aimed at deepening the nativist/nonnativist debate in the research 
agenda above could be taken as indicative that we construe this issue as definitely set-
tled in favor of nonnativist approaches. The matter is not so simple, however. It should 
be clear that such a definitive conclusion cannot be endorsed by nativists. Indeed, 
nativists adhere to the foundational postulate that cognitive researchers must address 
linguistic competence (P3). Undoubtedly, and in keeping with the ubiquitous failure 
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to demonstrate rule abstraction in laboratory situations, usage-based approaches to 
language acquisition do not account for linguistic competence.

Let us take as illustration of this issue the center-embedded structure referred to 
throughout this chapter. In principle, given that in spoken language, multiple center-
embeddings even of degree two are practically nonexistent, the actual mastery of this 
structure raises no insurmountable problem for an empiricist approach. As claimed 
by Evans and Levinson (2009), “once recursion is quarantined to one level of nest-
ing it is always possible to use a more limited type of grammar, such as a finite-state 
grammar, to generate it” (p. 443). Learning this structure appears all the easier that 
center-embedding is the natural way of integrating multiple associations even in non-
linguistic contexts (Rey et al. 2012). However, for nativists, all of this has only minor 
interest if any, because, in their view, what has to be explained is the idealized mastery 
of the recursive rule that allows handling a potentially unbounded set of linguistic 
expressions.

Despite a number of conceptual changes throughout his ground-breaking career, 
Chomsky has persisted in claiming the importance of studying competence and its 
support: the UG. In a recent paper, Chomsky (2011) defines the language in reference 
to UG, asserting that opponents to this postulate argue in fact for the “nonexistence of 
language”. Is this claim warranted? Our own response would be that calling for unlim-
ited competence as a way of accounting for the production of language was certainly 
a reasonable option at a time where language looked as definitely out of reach of an 
empiricist account. Whether this option is still reasonable today is more questionable. 
It is worth reminding that a nativist position is not supported by positive arguments, 
such as some kind of direct evidence that UG is implemented into the human genetic 
endowment. The call for innate processes stems essentially from the alleged failure to 
account for language acquisition through learning processes (P7). Providing growing 
evidence that domain-general learning processes are in fact appropriate for language 
acquisition such as observed in children, and not affected by the limitations that have 
been traditionally construed as lethal (such as the lack of negative evidence, and the 
combinatorial explosion that would result from blind associative learning processes),5 
deprives a nativist account from most of its original motivations. In this context, still 
claiming that what has to be explained is an idealized competence, and that any per-
formance improvement is driven by the full knowledge of a grammar, can certainly 

.  It is not clear that all nativists are fully aware of these conceptual changes, given the rather 
limited knowledge of the associative learning literature they exhibit. For instance, for Gregg 
(2003), associative learning is the process whereby “given enough yellow bananas, one learns 
that bananas are yellow” (p. 120). No doubt that with such a view, associative learning appears 
underpowered to account for even the most basic linguistic productions, let alone linguistic 
competence.
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not be proven to be wrong, but appears increasingly as reflecting nothing more than a 
dogmatic entrenchment.
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