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Implicit learning shapes
new conscious percepts and representations
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We present here the lineaments of a new account of implicit learning, an account that does not rely
on the notion of “implicit knowledge.” In this account, improved performance depends on the action
of unconscious mechanisms that structure the phenomenal, conscious experience of the world. This
integrative view makes groundless the search for dissociations between conscious and unconscious in-
fluences that has been at the core of the research on implicit learning and memory. We contrast this
view, on the one hand, to Dienes and Berry’s (1997) proposal, which defines implicit learning by analogy
with subliminal perception, and, on the other, to Neal and Hesketh'’s (1997) episodic account, in which
subjective experience is a starting point for inquiry, rather than the phenomenon requiring explanation.

The basic postulate of implicit learning research is that
performance improvement testifies to the acquisition of
knowledge, and a large part of the literature in this area
is devoted to the question of deciding whether or not this
knowledge is implicit. Most authors argue that it is, thus
admitting that implicit learning provides unconscious
knowledge, at least in some sense. The papers in this issue
by Dienes and Berry (1997; henceforth D&B) and Neal
and Hesketh (1997; N&H) provide a new illustration of
this dominant position. In contrast, some researchers
(e.g., Perruchet & Pacteau, 1990) have been critical of this
idea. They argue that the pieces of knowledge assumed
to be implicit either are not necessary for performance or
can be shown to be conscious when proper tests are ad-
ministered (for a review, see Shanks & St. John, 1994).
Our objective here is to continue beyond this critical view,
by suggesting that the very question of the implicit or ex-
plicit nature of the knowledge that emerges from a learn-
ing episode may not be meaningful. We will present,
first, the outlines of an alternative view of implicit learn-
ing (described in more detail in Perruchet & Gallego, in
press, and Perruchet & Vinter, in press); then, we will
show that this alternative view undermines the validity
of the research aimed at providing positive or negative ev-
idence for dissociations, whether between tasks or be-
tween processes.
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Implicit Knowledge as Optional Inference

As pointed out by N&H, “virtually all information pro-
cessing models appear to assume that complex forms of
information processing occur outside of awareness”
(p. 34). However, this is a tacit assumption, and the pos-
sibility that this mode of processing differs from the con-
scious one is not even discussed. Information processing
models construe (unconscious) mental activities as mim-
icking the organization of our conscious modes of thought.
In the same way that we solve a problem by performing
intentional operations on explicit representations, the
adaptive behavior that occurs outside awareness is as-
sumed to be due to unconscious operations acting on im-
plicit representations.

Let us consider an example from auditory perception
to illustrate that another view of mental life is possible.
Humans are able to state the spatial orientation of a sound-
emitting object, thanks to the processing of binaural cues.
The binaural listener makes use of the physical differ-
ences in stimulation that arise between the two ears be-
cause of their separation in space. For instance, a sound
source can be located, under some circumstances, on the
basis of differences in the time of arrival of stimulation
to the two ears of as little as .0001 sec (see, e.g., Handel,
1989). The mechanism responsible is the precedence ef-
fect, in which the neural activity produced by the first
tone partially inhibits the response to the later one (Wal-
lach, Newman, & Rosenzweig, 1949). This mechanism
is efficient because it exploits a specific property of sound
waves—namely, their speed of propagation. However,
everybody agrees, we presume, that it would make no
sense to endow laypeople with some knowledge about
the speed of propagation of sound. Insofar as the notion
of knowledge makes sense here, it is only meaningful
from the observer’s (or scientist’s) point of view. Now let
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us assume that instead of being due to innate mechanisms
the neural substrate of which is at least partially known,
the ability to detect the source of a sound is acquired
through practice. Our guess is that, in this case, improved
sound localization, because it testifies to an improve-
ment in subjects’ abilities to exploit the speed of propa-
gation of sound waves, might lead some developmental
and cognitive psychologists to postulate the acquisition
of some implicit knowledge about this property.

It is worth stressing that this inference ought to be
paradoxical. Location detection is too fundamental to sur-
vival to be delayed in one’s lifetime. However, the fact
that the mechanisms of sound localization are subse-
quently adjusted to accommodate for the increasing dis-
tance between the two ears, presumably thanks to con-
current visual information, supports the view that this
kind of ability is not beyond the scope of learning mech-
anisms. Another indication is provided by the remark-
able use of auditory information in spatial localization
by blind individuals who have had early visual orienta-
tion experience prior to losing their sight (Veraart &
Wanet-Defalque, 1987). If the end product of the learned
ability is the same as the hard-wired innate implementa-
tion, why should we draw different inferences about the
likelihood of assuming the existence of an implicit knowl-
edge base? We suggest that the common inference for
implicit knowledge in cognitive science is no more jus-
tified than would be the claim that our ability to localize
sounds in space testifies to the implicit knowledge of the
properties of sound waves, or of any other pieces of im-
plicit knowledge.

The Structure of Conscious Experience
as the End Product of Implicit Learning

Our preceding argument does not mean, however, that
implicit learning has no relation to any form of knowl-
edge. Let us again consider the case of sound localization.
The product of the mechanisms implemented in the au-
ditory system is nothing less than our conscious experi-
ence of sound localization. We suggest that the neural
modification following an implicit learning episode af-
fects our conscious experience of the world in the same
way as the hard-wired mechanisms located in the audi-
tory system shape our conscious representation of the
sound space.

In the framework that we propose, implicit learning
forms the basis of conscious experience; that is to say, it
shapes both subjects’ perceptions and subjects’ internal
representations of the world. Because subjects have con-
scious perception and representations before starting any
implicit learning tasks, implicit learning may be thought
of as allowing subjects to pass from conscious perceptions
and representations to other, generally better structured,
conscious perceptions and representations, through the
action of intrinsically unconscious mechanisms. For in-
stance, after exposure to a corpus generated by a finite
state grammar including VXT as a frequent recursion,
subjects no longer perceive “V,” “X.” and “T” as three fa-
miliar but separate entities, but perceive “VXT” as an in-

creasingly familiar unit, with various consequences for
behavior. The way in which the data are coded is changed,
and this change directly affects our phenomenal experi-
ence. The phenomenon is obvious in any natural situation
in which implicit learning is assumed to operate, whether
this situation concerns the acquisition of a first or second
language, natural categories, reading and writing abilities,
or sensitivity to musical structure. It is hardly defensible
that our subjective experience of that part of the envi-
ronment with which we interact in each of these cases
remains unchanged while training progresses. Our argu-
ment is that these changes in the way we consciously per-
ceive and interact with the environment are at the core of
implicit learning.

Note that, in our view (see Dulany, 1996, for a related
perspective), neither the conscious nor the unconscious
aspects of mind are negated. But they characterize dif-
ferent elements of mental life: processes and mechanisms
responsible for the elaboration of knowledge are intrin-
sically unconscious, and the resulting mental represen-
tations and knowledge are intrinsically conscious.! No
other components are needed, including the notion of
implicit knowledge.

Dissociating Conscious From
Unconscious Influences

A major consequence of the conception outlined above
is that the search for dissociations between conscious
and unconscious forms of thought, which is the primary
objective of research in the implicit learning and mem-
ory fields, loses any meaning. This objective is equivalent
to attempting to oppose the physiological excitatory and
inhibitory processes operating in the auditory system to
the conscious experience of sound space.

The concept of dissociation (and association as well)
between conscious and unconscious influences presup-
poses that conscious and unconscious phenomena con-
stitute two parallel domains, each of them having its own
organization and its own influences on behavior. The
“process dissociation procedure” proposed by Jacoby
(e.g., 1991) provides an excellent illustration of this du-
alistic conception. In this method, performances in a sit-
uation where conscious and unconscious processes act
together are compared with performances in a situation
where the processes act in opposition. The resulting per-
formance is expressed as a function of an additive com-
bination of conscious (or intentional) and unconscious
(or automatic) influences. Several researchers have ques-
tioned the postulate of independence between conscious
and unconscious influences, which is a precondition for
the validity of the procedure of estimation of the two
kinds of influences (e.g., Curran & Hintzman, 1995).
However, a prerequisite for assessing the level of depen-
dence or independence is the idea that distinguishing be-
tween the two kinds of influences is meaningful. It is
clear that, given our framework, the method itself is not
valid, because the distinction between conscious and un-
conscious influences is groundless (hence we are far more
critical than N&H, who propose abandoning the estima-



IMPLICIT LEARNING AND CONSCIOUS REPRESENTATIONS 45

tion procedure, given the problems it raises, while keep-
ing the fundamental insight of the process opposition
procedure).

It may be argued that an approach in terms of the dis-
sociation of conscious and unconscious phenomena has
largely demonstrated its heuristic value, in the sense that
an overwhelming amount of experimental data has been
generated and interpreted within this framework. This
argument is not conclusive, however, because an alter-
native interpretation of the experimental data is possible.
In line with the view outlined above, we suggest that all
the methods devised to show dissociations between con-
scious and unconscious phenomena actually contrast var-
ious forms of conscious experience, all of which are due
to unconscious mechanisms. Let us consider Jacoby’s fame
judgment experiments, a situation in which conscious
and unconscious processes are assumed to act in opposi-
tion (e.g., Jacoby, Woloshyn, & Kelley, 1989). In these
experiments, names that had previously been read within
a list of nonfamous people were sometimes declared as
famous in a subsequent test. This result has been inter-
preted as an automatic effect of the prior exposure to
these names. Our account of this result is far simpler:
subjects explicitly remembered that they had read these
names in the past, but did not remember the relevant as-
pects of the spatiotemporal context of encoding—namely,
that they read these names in a list of nonfamous people.
The false fame effect in Jacoby’s experiments reveals not
the nonintentional effect of an earlier episode, but the in-
tentional use of false or impoverished memory (we note
that N&H do not reject this interpretation).?

Along the same lines, we suggest that all the measures
taken from an implicit learning experimental setting re-
veal the unconscious formation of conscious percepts
and representations, whether these measures are ob-
tained in the test or transfer phase (the “performance”)
or in subsequent “explicit” tests. However, the content of
the conscious knowledge base tapped by each of the two
categories of measures is partly different from that tapped
by the other. Let us suppose that a subject is shown ma-
terial generated by a finite state grammar in which the tri-
gram VXT occurs frequently. This trigram will become
a subjective perceptual and representational unit. This
(explicit) knowledge may be captured through subse-
quent performance in transfer tasks. For instance, the
fact that VXT is a subjective unit is indicated by the re-
sult that new letter strings including VXT would tend to
be judged as grammatical in the transfer test, or would
tend to be perceived more fluently. Likewise, this knowl-
edge may be captured by the result that VXT is generated
in a subsequent recall test. However, the recall test also
implies that the subject is able to recollect the spatio-
temporal context of initial encoding. The difference be-
tween the two methods of measuring the effects of ex-
posure to the material does not lie in the implicit versus
explicit status of the underlying knowledge, but instead
in the specific pieces of explicit knowledge that are re-
quired in order to perform the task. The “explicit” tests
involve some memory about the spatiotemporal context

in which knowledge has been acquired, whereas this
knowledge is not needed in the transfer task.

This framework makes it possible to account for the
frequently observed parallel between knowledge revealed
through transfer tasks and through explicit memory tasks
in normal subjects. Indeed, both kinds of measures imply
the formation of the same units of coding. But this frame-
work also accounts for the result of improved performance
in the transfer tasks unaccompanied by the memory of
the spatiotemporal context in which the new ability was
acquired, as has been observed, for instance, in amnesic
patients. Simply, these dissociations are no longer ac-
counted for in terms of the manifestation of implicit
knowledge, which would be intact in amnesics. They are
due to the fact that the transfer task does not require cer-
tain elements of explicit knowledge which are required
in the explicit memory task. Above chance performance
during the test phase in the absence of explicit remem-
bering for having viewed the material during the study
phase is not indicative of implicit knowledge, but of im-
poverished explicit knowledge. Each of us has explicit
knowledge about the fact that London is the capital of
England, and, presumably, some of us are able to remem-
ber the spatiotemporal contexts in which they read or
heard this information, whereas others are not. This does
not imply that the representation of London as England’s
capital is explicit for the former and implicit for the lat-
ter: it is fully conscious for everyone. Simply, the context
in which this explicit knowledge was acquired either is
still available in memory or has been forgotten. This is
exactly the same trivial phenomenon that is captured by
what is commonly presented as a dissociation between
performance (or implicit knowledge) and explicit knowl-
edge. We have no need to remember when and how we
have learned that London is the capital of England to be
successful in a test assessing our knowledge of the world’s
capitals. Likewise, we have no need to remember the
spatiotemporal conditions in which we have been faced
with VXT in order to perceive a letter string comprising
VXT more fluently.

The Dienes and Berry
Subjective Threshold Criterion

D&B’s analysis starts from the analogy that they sug-
gest between implicit learning and subliminal percep-
tion. This analogy is strikingly opposed to our framework.
First, it leads one to confer on implicit learning a char-
acteristic of subliminal perception—namely, that of being
a marginal phenomenon, the very existence of which is
sometimes questioned and the adaptive role of which re-
mains unclear (whatever its theoretical interest). In our
opinion, implicit learning does not possess such features:
implicit learning is at the root of our conscious percep-
tion and representation of the world, and its importance
for adaptive behavior is crucial. But the analogy with sub-
liminal perception is flawed, in our opinion, for a more
fundamental reason.

We referred above to the traditional information pro-
cessing perspective, in which presumably unconscious
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mental activities are conceived as mimicking the organi-
zation of conscious modes of thought. The D&B anal-
ogy provides a specific instantiation of this general frame-
work. Let us consider the distinction that the authors
draw at the very beginning of their paper, between solv-
ing an algebraic problem and speaking one’s native lan-
guage. In the former case, behavior is governed by explicit
rules and strategy, whereas in the latter, explicit rule
knowledge may be lacking. D&B suggest that behavior
is grounded on a knowledge base in both cases, the dif-
ference being that this knowledge base is situated either
above or below a threshold of consciousness. The im-
plicit or explicit nature of knowledge is conceived as a
continuum, using the model of the energy or the signal-
to-noise ratio of an external stimulus in subliminal per-
ception. In our conception, the representation of the
rules underlying the task structure is not below a certain
threshold; insofar as implicit learning is concerned, such
a representation does not exist at all. Improved perfor-
mance after an implicit learning episode is consecutive
to a change in the conscious perception and representa-
tion of the environment, owing to the involvement of un-
conscious mechanisms. Obviously, the rules structuring
the environment can be discovered, through scientific in-
vestigations based on hypothetico-deductive reasoning
and logical inference. In the latter case, they become ex-
plicitly represented in subjects’ minds. However, as we
illustrated in the analogy of sound localization above,
our point is that there is no continuity between the (in-
trinsically unconscious) mechanisms that exploit some
structural properties of the environment to ensure imme-
diate behavioral adaptations and the (intrinsically con-
scious) knowledge of these properties. To resume, the
former is not a “subliminal” version of the latter.

D&B propose two criteria to assess whether or not
knowledge is below the subjective threshold. The guess-
ing criterion posits that subjects believe they are guess-
ing when they are above chance, and the zero correlation
criterion asserts that confidence is unrelated to the ac-
curacy of responding. The justification of the authors is
that “these characteristics might correspond to an impor-
tant aspect of what the layperson means by unconscious
learning” (p. 5). We have no priviliged insight into the
layman’s view of unconscious learning, but we believe
that the D&B criteria are not compatible with the role
conferred on implicit learning by most contributors in
the field. For instance, we fail to see how these criteria can
be reconciled with the fact of conceiving the acquisition
of one’s mother tongue as a prototypical instance of im-
plicit learning, as D&B do themselves at the very begin-
ning of their paper. It seems obvious that a sentence that
we judge as grammatical with a high degree of confidence
is more likely to actually be grammatical than a sentence
for which a judgment of well-formedness is associated
with low confidence. The very same line of reasoning can
be pursued with other real-life manifestations of implicit
learning, whether they are instantiated in the physical, so-

cial, musical, or any other domain. D&B are seemingly
aware of this contradiction, and they attempt to account
for the case of natural language by introducing a distinc-
tion between “content explicit” representation (in which
subjects represent themselves as being in the possession
of a certain propositional content) and “attitude explicit”
representation (in which subjects represent this content
as knowledge, and not just as guessing). Language, they
argue, is a case of attitude explicitness without content
explicitness. Although content explicitness without atti-
tude explicitness may adequately qualify some repre-
sentations, we fail to grasp the meaning of the reverse
combination, according to which we represent as knowl-
edge, and not as guessing, a certain propositional content
that we do not represent as being in our possession.

We acknowledge that, in some sense, the explicit
knowledge gained through implicit learning processes is
a “guess,” because no rational, analytical justifications
are normally available. The well-formedness of a lin-
guistic statement or of a musical piece, or the natural pro-
cesses of categorization, cannot be justified, except, in
some cases, by a posteriori considerations. At the end of
an experimental training session, participants may per-
ceive a letter string as familiar, or expect that the next
occurrence of a target will be in a given location, without
being able to justify their feelings. In the same way, we
perceive a sound as coming from a given location, with-
out being able in any way to specify the cues that we are
using. In this sense, all these experiences are “guesses.”
We have no introspective access to the mechanisms that
shape our phenomenal experience. However, this lack of
rational justifications is not related to the confidence
that we may have in the correctness of our experiences,
except, of course, when the task implies that such justi-
fications should be provided. Just as we may be quite
confident (or not) about the location of a sound-emitting
object, we may also be quite confident (or not) about the
adequation of our subjective experience as shaped by im-
plicit learning processes, whether this experience con-
sists in perceiving a sentence as grammatical, a musical
piece as well-formed, or a given animal as a dog. A low
level of confidence is in no way a characteristic of the
end product of implicit learning.

The Future of Implicit Learning Research

We suggest that the widespread notion of implicit
knowledge, and hence today’s dominant trend toward es-
tablishing dissociations between implicit and explicit
forms of thought, should be rejected. This critical recom-
mendation must not be misunderstood. We are not sug-
gesting that one should abandon research into the kind of
phenomena that are captured in the implicit learning ex-
periments. On the contrary, we believe that our perspec-
tive opens up a far more fruitful and exciting field of re-
search than that offered by the current approach. Rather
than conceive unconscious and conscious phenomena as
two parallel components of mind, we propose a fully in-
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tegrated perspective in which each act of thought involves
conscious representations, shaped by unconscious pro-
cesses during prior experiences.

Implicit learning has been characterized above as the
process that allows subjects to shape new conscious per-
cepts and representations. In human adults, these per-
cepts and representations are highly structured. One per-
ceives and represents unitary and meaningful objects,
and not a set of juxtaposed features. One codes the dis-
course of a speaker as a succession of words and structured
sentences, not as a stream of individual auditory signals.
We consider that the primary aim of a theory of implicit
learning is to account for these sophisticated abilities.
Because many of these abilities are acquired during child-
hood, a theory of implicit learning must be relevant to
the traditional laboratory situations in adults as well as to
developmental phenomena. Researchers have, among
other tasks, to explain how children become able to parse
sensory input into physically and linguistically relevant
units, and how they become increasingly sensitive to the
structural constraints embedded in their environment.
Future research should focus on understanding how un-
conscious learning may proceed in a way that endows
human subjects with such a powerful perceptual and rep-
resentational system.

Is N&H’s episodic account a candidate theory for ful-
filling this objective? The interest of the N&H account
resides in its highlighting the fact that behavior may be
affected by individual episodes rather than simply by
large amounts of training. The scope of this account seems
tightly limited, however. Indeed, this account posits as a
premise the very fact that we are attempting to explain—
namely, that subjects are able to process meaningful epi-
sodes. In consequence, its scope of relevance is limited
to certain microlevel phenomena. An episodic account
appears to be a quite improbable explanation as soon as
we consider learning on the scale of the life span. Ex-
tending an episodic account of learning as a develop-
mental theory, for instance, leads to a quite unrealistic
view of development, in which people store a linearly in-
creasing number of separate episodes from early infancy
to old age. Below we present the outlines of an account
whose objective is to explain the formation of the most
fundamental abilities, in keeping with the general frame-
work described above.

Our account, which has been applied to conventional
implicit learning phenomena (Perruchet & Gallego, in
press) and to certain developmental data (Perruchet &
Vinter, in press), is based on the idea that the formation
of subjective, conscious units of perception and repre-
sentation is due to the action of unconscious and manda-
tory associative mechanisms. This account has evolved
from the view that N&H designate as the “fragmentary
knowledge account” of artificial grammar learning (see,
e.g., Perruchet & Pacteau, 1990). We acknowledge, how-
ever, that the notion of “fragments” implies several ques-
tionable assumptions. It suggests that, owing to certain

constraints inherent to the processing system, subjects
encode only a part of a primitive entity. Moreover, it sug-
gests that this part is a randomly selected sample of this
primitive entity. In our view, the primitive entity (for in-
stance the set of three to eight letters forming an item
generated by a finite-state grammar) exists only for the
experimenter. From the subject’s point of view, the prim-
itives are in fact the letters, or perhaps some familiar
combinations of a few letters. Our proposal is that the
“fragments” are in fact subjective units that are built by
linking together the primitives of the system. Let us posit
now that these units are the end products of associative
processes, such as those which are described in the tra-
ditional literature on associative learning. These pro-
cesses endow the system with considerable power. In-
deed, it can be shown in the context of artificial grammar
that the resulting units are not random samples of the
material. Instead, because they are formed from the most
frequently associated letters in the displayed strings, they
tend to match the units that are meaningful from an ana-
lytical, structural standpoint. For instance, if the gram-
mar includes a recursive loop, the set of letters forming
this loop will tend to form a cognitive unit, as a simple
application of ubiquitous associative laws (for a demon-
stration, see Perruchet & Gallego, in press; and for a dif-
ferent account of the same phenomenon, see Servan-
Schreiber & Anderson, 1990).

This account provides a powerful explanation of the
main result of artificial grammar studies—namely, that
after being exposed to a set a grammatical items, partic-
ipants become able to discriminate between grammatical
and nongrammatical new items. The new letter strings
displayed during the test tend to be a recombination of
small sets of letters displayed during the familiarization
phase. Because associative processes entail a match be-
tween subject’s cognitive units and the structurally rele-
vant units, the small sets of letters which are recombined
tend to be those that subjects have previously encoded as
a single unit. Moreover, a conception framing implicit
learning as the formation of cognitive units through the
action of associative processes can be easily expanded to
encompass phenomena that go beyond the complexity of
laboratory situations. This is mainly due to the possibil-
ity of hierarchical processing which it offers. Hierarchi-
cal processing occurs whenever the units built from a
given set of primitives themselves become the primitives
for higher level units. Hierarchical processing is useful,
not only as a tool for apprehending the complexity of the
world with limited capacities, but because many do-
mains that we have to penetrate, such as natural language,
are themselves hierarchically organized.

Of course, this account is still at an early stage. Many
aspects need to be made more precise, and many impor-
tant questions have not even been raised. We hope that we
have achieved our aim of convincing the reader that the
future of research should not lie in endless discussions
about whether knowledge should be qualified as explicit
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or implicit, but instead will consist in accounting for the
formation of conscious perceptions and representations
through implicit learning mechanisms.
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NOTES

1. In this conception, in contrast with the information processing tra-
dition, processes generate representations, instead of manipulating
(storing, transforming, comparing, retrieving, etc.) built-in representa-
tions. A similar distinction emerges in connectionist networks. The
“representations” provided through cluster or factor analysis of the pat-
tern of activation in the studies by Cleeremans (e.g., 1993) or Elman (e.g.,
1990) are the by-product of algebraic operations. However, there is no
direct manipulation of these representations as such. Indeed, algebraic
operations only concern individual connections.

2. This general reasoning is also relevant for the distinction between
familiarity and recollection. In the conventional view, the feeling of fa-
miliarity and the judgment of recollection tap, respectively, unconscious
and conscious phenomena (e.g., Mandler, 1991). In our view, both fa-
miliarity and recollection are conscious experiences. In the first case,
the phenomenal experience may be “I have seen this face somewhere in
the past”; in the second case, the phenomenal experience may be “I saw
this face in the corridor yesterday.” The difference is not that the first
experience is unconscious and the second one is conscious: what differs
is the content, and notably the accuracy, of the phenomenal experience.
Certain spatiotemporal contextual elements are lacking in the feeling of
familiarity. Also, in our view, both familiarity and recollection are due
to unconscious processes. There is a consensus about the fact that we
have no access to the processes that generate the feeling of familiarity.
However, we fail to see the sense in which we have a better conscious
access to the mechanisms leading to explicit recollection judgments.
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