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Abstract.  High-level perception-—the process of making sease of complex data
at an abstract, conceplual level—is fundamental o human cognition. Through
high-ievel perception, chaotic environmental stimuli are organized into mental
representations that are vsed throughout cognitive processing. Much work in
rraditional artificial intelligence has ignored the process of high-level perception,
hy starting with hund-coded representations. In this paper, we argue that this
dismissal of pereeptual processes leads to distaried maodels of human cognition.
We cxamine some existing artificial-intellipence models—aotably BACON, a
model of scientific discovery, and the Structure-Mapping Engine, a maodel of
analogical thoupght—and arpue that these are flawed precisely because they
downplay the role of high-level pereeption. Further, we argue that perceptual
processes cannot be separated from other cognitive processes even in principle.
and therefore that traditional artificial-intelligence models cannot be defended by
supposing the existence of a ‘representation module’ that supplies representations
ready-made. Finally, we deseribe a moded of high-level perception and analogical
thought in which perceptual processing is integrated with analogical mapping,
leading to the flexible build-up of representations appropriate tooa given context.
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I. The probiem of perception
One of the deepest problems in cognitive science is that of understanding how
people make sense of the vast amount of raw data constantly bombarding them
from their environment. The essence of human pereeption ies in the ability of
the mind to hew order from this chaos, whether this means simply detecting
movement in the visual field, recognizing Sadness in a tone of voice: pereeiving
a threat on i chessboard, or coming (o understand the Trap-Contra affair in (erms
of Watergate.

14 has long becn recognized that perception goes on at many levels, Immanuel
Kant divided the perceplual work of the mind into two parts: the faculty of

*Authors’ names are listed in alphabetical order.
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Sensibility, whase job il is 10 pick up raw sensory information, and the
of C..ic?::.n_m:m._, which is devoted to organizing these data ._._:: i coher
:F..:_::p..._.:._ experience of the world. Kant found the facuity of Sensibility _.:m“:. ;
“unminteresting, but he devoted much effort o the faculty of Understanding. _.,-w_. k
went 5o tar as to propose a detailed modei of the higher-level perceptual ¢ :
mvalved, dividing the facully into (welve Categories of Undersianding
Today Kant's model seems somewhat baroque, but his _::E::n_:.:_ insi
renting valid. Perceptual processes form a spectrum, which for n:..<c=mc=nm_m§
can .ﬁ_?_an into two components. Corresponding roughly 1o Kant's facule v
m...:....__.::w. we have low-levet perception, which involves the carly proce :.w o
mformition from the virious sensory modalities. High-level perception ::m:“um
other hand, involves taking a more global view of this information E.:q._n: :
_.-.z.:_z.u.:x from the raw material by accessing coneepts, and ::.E:.m zcz.mn =w
..”:E_:csm. at a conceptuat devel. This ranges from the recognition of objects .o
the grasping of abstract relations, and on (0 understanding entire situations "
coherent wholes. . =
_‘:.sr_ﬁ_c_ pereeption s far from unintesesting, but it is high-level pereepti
that is most relevant 1o the central problems of copnition. The study of ﬂw w.:
level pereeption leads us directly o the problem of mental Rﬁ...a.,.n.inama-
._ﬁc?.czo:_::c:m are the fruits of perception. In order for raw data (o be shy nm
o u coherent whole, they must go through a process of fltering and :Eu:ﬁﬁﬁ
yielding a structured representation that can be used by the mind for any :E:r_mr
of purposes. A primary question about representations, currently the subject n_M
much debate, concerns their precise structure. OF equal importance is __:.u hom:o X
of how .__F...F. representations might be formed in the first place, Sm._ a :Mﬁnmm omm
perception, starting from raw data. The process of representation-formation raises
many ::ccq:::.a:cm:.:_ﬁ How are representations influenced by context? How
can our perceptions of a situation radically reshape themselves when necessary?
Where in the process of perception are concepts accessed? Where does Enui:.
enter, and where and how does understanding emerge? . £
.._,zc main thesis of this paper is that high-tevel pereeption is deeply interwoven
with ..,:_ca cognitive processes, and that rescarchers in artificial intelligence must
:#.E:.:c integrate pereeptual processing into their madeling of cognition, Much
.s_.:x - artificial intelligence has atempted o maodel conceptual processes
independently of perceptual processes, bul we will argue that this approach cannot
_EE 104 satisfactory anderstanding of the eman mind. We will examine some
existing models of scientific discovery and analogical thought in support of this
claim, and will argue that the cxclusion of perceptual processes from these models
leads to serious limitations. The intimate link between analogical thought and
high-tevel perception will be investigated in detail, and we will describe a
computational model in which the two proecsses are integrated, .

_w_.,.nnmmmm

_.._. Low-fevel and high-level perception
NV_\E _c,.zcm_ level of perception occurs with the reception of raw sensory information
various sense organs. Light impinges :relina, § aves ciuse

eardrum (o <=:=F..r=_=_ S0 m..:. O“__cw.r_”:..vm_r;._h“w M.H_q___n_.. .,..:Ea the. ik .Evr.zﬁ
. EEIM er along the information-

processing ...._::: may also be uscfully designated as low-level. In the case of

vision, {or instance, alter information has passed up the optic nerve, much basic

processing ocewrs in the lateral geniculaie nuctei and the primyiry <.m.£:__ coriex,

_.h.n__:z %
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as well as the superior colliculus. Included here is the processing, of brightness
contrasts, of light boundaries, and of cdges and corners in the visval ficld, and
perhaps also location processing,

Low-level pereeption is given short shrift in this paper, as it is quite remaved
from 1he more cognitive guestions of representation and m aning. Nonetheless,
it is an important subject of study, and a complete theory of perception will
necessarily include low-level pereeption as a fundamental component.

The transition from low-level to high-tevel pereeption is of course quite blurry,
put we may delineate it roughly as follows. High-level pereeption begins at that
Jevel of processing where concepts begin to play an importaat role. Processes of
high-level pereeption may be subdivided again into a spectrum from the concrete
o the abstract, At the most concrete end of the spectrum, we have object
recognition, excemplificd by the ability to recognize an apple on 2 table, or (o
pick out a farmcer in i wheat field. Then there s the ability 1o grasp relations.
This allows us to determine the relationship between a blimp and the ground
(‘above’), or a swinmer and & swimming pool (Yin’). As one moves lurther up
the spectrum towards more abstract refations (*George Bush is in the Republican
Party'), the issues beeome distant from particular sensory modalitics. The most
abstract kind of pereeption is the processing of entire complex siations, such as
a love affair or a war,

One of the most important properties of high-level perception is that it is
extremely flexible. A given set of input data may be perecived in a numbey of
different ways, depending on the context and the stale of the perceiver. Due to
this flexibility, it is a mistake to regard perception as a process that associates a
fixed representation with a particuar situation. Both contextual factors and top-
down cognitive influgnces make the process far less rigid than this. Some of the
sources of this flexibility in pereeption are as foflows.

Perception may be influcnced by belief.  Numerous experiments by the “New
Look® thearists in psychology in the 19505 {e.p. Bruner 1957) showed that our
expectadions play an important role in determining what we percetve even
quite a low level. At a high level, that of complete situalions, such influence is
ubiquitous. Take for instance the situation in which a husband walks in o find
his wife sitting on the couch with a male stranger. 1f he has a prior beliet that
his wife has been unfaithful, he is likely to perceive the situation one way; if he
believes that,an insurunce salesman was duc to visit that day, he will probably
perceive the situation quite differently.

Perception muy be infiuenced by goals. 1T we are trying to hike on a trail, we
are likely to perceive a fallen log as an obstacle 10 be avoided. i we are Lrying
to build a tire, we may perceive the same log as useful {uel for the fire. Another
example: reading a given text may yield very different perceptions. depeading on
whether we are reading it for content or proof reading it.

Perception may be influenced by external context.  Even in relatively low-level
perception, it is well known that the surrounding context can signilicantly affect
our perception of visual images. For example, an ambiguous figure halfway
between an ‘A’ and an ‘1" is perceived one way in the context of *Co17, and
another in the context of "T—E’. At a higher level, if we encounter somebody
dressed in tuxedo and bow-tie, our pereeption of them may differ depending on
whether we encounter them at a formal ball or at the beach.
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Perceptions of a sitwation can be radically reshaped where necessary, | .
well-known two-string experiment (Maier. 1931), subjects z:‘.:_x..:r:_nm Zm.:o...m
chair :.:.a a pair of pliers, and are told w tie together two strings ang; b 4
_.__c .nc__:_m. The two strings are 100 [ar apart 10 be grasped ..E.n:.%.:ﬂ from
,f:_,._cn_.m have preat difficalty initially, but after a number of __..:__H_n.m.:__nozm_u..
them it upon the solution of tying the pliers to one of the strings _:=__ .ucmzo.on
_._:.. string like o pendulum. Wnitially, the subjects pereeive the ._h_m.r.?. w&..:m.:m
_:_,c::...,.._ s a special tool; il the weight of the pliers is pereeived at ..:. ._q.ﬁ and
mucl in the background. To solve this problem, subjects have 1o 1.::.:_ =_m e
:..c%.:::...._.&z ol :._c: pereeption of the pair of pliers. lis function 3. i M“o__‘wmmwm”

asude, an s welghliness is i ’ " )
e m,:_”_:cu_“.., weightiness is brought into the foreground as the key feature in

:_.c distinguishing mark of high-level pereeption is that it is semantic: iti
drawing meaning out of sitwitions. 'The more semantic the proces .:.m :“”sw?nw
the greater the vole played by concepts in this processing, and thus the e
the scope for top-down influcnces. The most abstract of oll types of per ot
the understanding of complete siluations. is also the most :nz:d_.c P nn_u:o:__

<_~ncc_=_« Pylyshyn (1980 and Fodor (1983) have argued m.m:m:ﬁ. the exi
al :,.1..;95: influences in pereeption, claiming that —,nnnc_:::_ :..nomw_mﬁ_ﬂnn
‘cognitively impenctrable’ or “informationatly encapsulated’. These .ﬂ.:.:ooﬂm ot
...:E::.m;:._, but in any case they apply mostly to relatively _cs.._.wé_ mz ore
peiception. Few would dispute that at the higher, conceptual level of per otion,
top-down and contextual influences play a farge role. petception,

N.. Artificial intelligence and the probtem of representation
The o.:a product of the process of perception, when a set of raw data ha be
organized into a coherent and structured whole, is 2 representation, Re :.uwo:w ti -
F.E.rcc: the ohject of much study and debate within the ._wc_% of a w.m_o._ﬁ
intelligence, and much is made of the ‘1 preseatation problem’, This ”o_w_n_m_
has :‘.:::,.SM._G been phrased as *What is the correct z:‘:n:.:n m:_u:_n.“:"
representations””, and many possibilitics have been suggested, rangin .,.qcu
predicate caleulus through frames and scripts o senwantic :c:__.:.:f M.m_amﬂc..”.
e<r._ may divide representations into two Kinds: tong-lerm _:_céc;wc re Smon.
lations that are stored passively somewhere in the system, and mrc_wn-ﬁaﬂ
_.c_:cmc_:m.:::a that are active al o given moment in a ?.L_n:_m.n mental or
computational process. (This distinction corresponds to the distinction between
long-term memory and working memory. ) In this discussion, we will mostly be
concerned with short-term, active representations, as it is :E.”M.. that arc the awnoﬂ
product of pereeption, R

The c:ﬁ.“:c: of the structure of representations is certainly an important one
but __.F._.c is another, related problem that has not received :n..“ as :En_h
attention. This is that of understanding how such a representution n:.c_%so arrived
at, starting from environmetal dat. Even if it were possible o discover an
optintal type of representational structure. this would _E.Ec unresolved two
Impuriant problems, namely: .
®  The problem of relevance: How is it decided which subsets of the vast
amounts c_.. data from the environment get used in <m1,h=,..?_:m of the
representational structure? Naturally, much of the :._.:3:_:::. content at the

o The probleny of orgunizition:
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lowest level will be quite irrelevant at the highest represeatational level. To
determine which parts of the dala are relevam o a given representation, a
complex filtering process is required.

How are these data pul into the correct form
for the representation? Even il we have determined precisely which data
are relevant, and we have determined the desired framework for the
representation—a frame-based representation, for instance—we still face the
problem of organizing the data into the representational form ina usclul way.
The data do not come prepackaged as slots and fillers, and orgunizing them
into a coherent structure is likely to be a highty non-trivial lask.

These questions, taken Llogether, amount i essence to the problem of high-level
pereeption, (ranstated into the ramework of artificial intelligence.

The traditional approach in artificial intelligence has been o start by selecting
pot only a preferred type of high-level representational structure, but also the
data assumed 1o be relevant w the problem at hand. These data are organized by
a human programmer whao appropriately fits them into the chosen repres ntational
siructure. Usually, rescarchers use their prior knowledge of the nature of the
problem to hand-code a representation of the data into a near-optimal form. Only
after all this hand-coding is completed is the representation allowed 10 be
manipulated by the machine. The problem ol representation-lormation, and thus
the problem of high-level perception, is ignored. (These comments do not, of
course, apply 10 work in machine vision, speeeh processing, and other perceptual
endeavors. However, work in these fields usually stops short of modeling processes
at the conceptual level and is thus not dircetly refevant to our critique ol high-
level cognitive modeling.)

The formation of appropriate representations lies at the heart of human high-
level cognitive abilitics. 1t might even be said that the problem of high-tevel
perception forms the central task lacing the artificial-intelligence community: the
task of understanding how (o draw mreaning out of the world. Tt might not be
stretching the point (o say that there is a ‘meaning barrier’, which has rarely been
crossed by work in Al On one side of (he barrier, some models in low-level
perception have been capable of building  primitive representations of the
enviroament, but these are not yet sulficiently complex to be called “‘meaningtul’.
On the other side of the barrier. much rescarch in high-level cognitive modeling
has started with representations at the conceptual level, such as propositions in
predicate logic or nodes in a semantic network, where any meamng that is present
is already built in. There has been very little work that bridges the gap beiween
the two,

2.1.  Objectivism and traditional Al

Once Al takes the problem of representation-formation seriously. the next stage
will be to deal with the evident fiexibility of human high-level perceptual processes.
As we have secn, objects and situations can be comprelicnded in many diflerent
ways, depending on comtext and wp-down influences. We must lind a way of
ensuring that Al represenmtations have a corresponding degrec of Nexibility.
William James, in the late nincteenth century, recognized this aspect of cognitive
representations:
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Fere s no propeily ABSOLUTELY exsentid 100 one thing,
ligures as the essence of a thimg on one occason becomes a
‘.:::_.:..m Now dhat T am wrinng, it s esseatial that { coneeivy WY papes s a subige |
iseaption. o Bul e T wisded 1o hght afive, and o other materisls werye _: .___.. .....”,”.:,F.:_.
wity ol conceiving (e papes would e as o combustible material _r.n.c...,p..:,». ._,....
g is that vae oF its propedtios which s s HRRORARE for mnv Beresss that i ...:.: inom
with it L may neglect the rest The properiies which are important vy rom h. i
i) inndd Troan __:—_._‘ whour iy objects of danly use s paprer, ink, butier :L:._.ﬂ_ ©
have propestios of such consiant unwaveriag impartance, and have such “._».:.:_ wad i .:nw
thal we end by believing thin to conceive them in those witys is [0 r.:..:.n:a. V__?. f , ._r_v“
only tnee way. Those are nu truee ways of coneeiving them than any others: e _.__ s
mare ftrequeatly serviceable ways o us, (James 18940, pp. 223-224) - e anly

Fhe same propeny which
very wwessemdid Lleatige o

Jumes is saying, effectively, that we have dilferent represeatations ol an objecy

c_. z_::_:c:. Nz .p__:.r.F._: ::.cw..._.__cE_:.r.mc_:m.::.z___::cc....m ...._u_:..,_:_:ﬁrf.‘
pressures of o piven contexi. ’ ¢ a
Despite the work of philosopher-psychologists such s James, the carly days of -

E.:___n_:_ intelligence were characterized by an objectivist view of pereeption .
of the representation of objects, situations, and categorics. As the lingaist Cm%:a ,
_L__:,:._. has characterized it *On the objectivist view, reality comes c:::.u_c:u sw._mm
4 nnigue correct, complete structure in terms of entities, properties and relations
This structurc exists, independeat of any human understanding’. (Lakolf _cm._.‘
p- ,_mﬁ While this objectivist position has been unfashionable for decades in
_u_:r;c“u_:&: circles (especially after Wingenstein's work ;n:::_ﬁ::m: 4 :.E
::__u_z.:_im_mr.:r.mm of a rigid correspondence between language and ¢ “:_:E r.:o“
carly work in Al implicitly accepted this set of assumptions. .

The Physical Symbal System Hypothesis (Newell & Simon 1976) upin which
most of the traditional Al enterprise has been built, posits that ::.:_::. cnn:n
53:.@: the manipulation of symbolic representations, which are com Wﬁaa qm
atomic symbolic primitives. Such symbolic representations are by __:r._._n :.._Ewo
somewhat rigid, black-and-white entities, and it s difficult for their representational
conlent to shift subtly in response to changes in context. The result m=. practice—
wrespective of whether this was intended by the original _::_5._:‘.:?. of this
_:._:nfcarllmz a structaring of reality that tends o be as lixed and absolute as
that of the abjectivist position outlined above. .

By the mid-seventies, o small number of Al rescarchers began 1o argue that in
ci.._.q to progress, the ficld would have 10 part ways with its commitment 1o such
a rigid represemational framework. One of the strongest carly proponcats of this
view was David Marr, who noted that .

ihe pereeption of an event or object must include the simattaneons compulation of several

ditlerent descriptions of a1, that cipluee diverse

. . asprects ol the use. purpose oF cire P
of the event or objeet. (Mare 1977, p. 44) el cumslinces

._ﬂcnc_:_w. significant steps have been taken toward representational fexibility
s_:.__ the advent of sophisticated connectionist models whose distribufed represen-
tations are highly context-dependent (Rumelhart & McClelland AT __m. these
models, there are no represcatational primitives in internal z:.nci:_m. Instead
each representation is o vector in a multi-dimensional space, s._z...,ﬁ u.:._.:,moz mm
not anchored but cap adjust flexibly 1o changes in EE_.:_::F.,_E_._ .é::._:.
Consequently, members of o catcgory are nat all represented by identical ,.u.::ao:n
structures: rather, individual objects will be represented in subtly F:_._.n:.‘.:_ ways
depending upon .__F. context in which they are presented. In networks with
recurrent connections (Ebman 1990, representations are even sensitive Lo the
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current internal state of the model. Other recent work takang a Hexible approuach
1o representation includes the chassifier-syssem maodels of Tlolkand (1986) and bis
callcagues, where pencticalty-inspired methods are used 10 create o set of
sclassiliers” that can respond to diverse aspects ol various situations,

In these models, a Aexible pereeptual process has been integraded with an
equally tiexible dependence of action upon representational content, yielding
madels that respond 1o diverse situiations with a robustoess that 15 ditficult 1o
mateh with traditional methods. Nonctheless, the models are stilb somewhat
primitive, and the representations they develop are not ncarly as complex as the
hand-coded, hicraichically-structured representations found in traditional models;
still, it seems o be a step in the right dircetion. It remains:to be seen whether
work in more traditional Al paradigms will respond to this chalienge by moving
toward more flexible and robust representational forms.

2.2, On the possibility of a representutiont module
1 might be granted that given the difficulty of the problem ol high-level perception,
Al researche H

< could be forgiven for starting with their representations in a
made-to-order form. They might plausibly claim that the difficult problem of
representation-formation is better left until later. But it must be realized that
behind this approach lics a tacit assumption: that it is possible (o model high-
level cognilive processes independeatly of perceptual processes, Under  this
assumption, the representitions that are currcatly, for the most parl, tailored by
human hands, would eventuatly be built up by o separate fower-level facility—a
‘representation module” whose job it wouldd be to fuanel dats into _‘Q:c.,..c:::m:,_;.
Such a module would act as a ‘fronl cod’ 1o the models of the cognitive
processes currently being studied. supplying them with the appropriately-tailored
representations. ,

We are deeply skeptical, however, aboul the feasibility of such a sepuration of
perception from the rest of cognition. A representation module that, given any
situation, produced the single “correct’ representation Tor i, would have great
difficulty emulting tie Hexibility that characterizes human perception. For such
flexibility 1o arise, the representational processes would have w0 be sensitive 1o
the needs of all the various cognitive processes in which they might be vsed. N
seems most unlikely that a single representation would suffice for all purposes.
As we have seen, for the accurate modeling of cognition it is necessary that the
representation ol a given situation can vary with various contextual and top-down
influences. This, however, is direclly coatrary 1o the ‘representation module’
philosophy, wherein representations are produced quite separately from later
cogritive processes, und then supplied to a ‘task-processing’ module.

To separate represestation-building from higher-level copnitive tasks 15, we
believe, impossible. In order to provide the kind of fexibility that is apparent in
cognition, any fully cognitive model will probably require a continual interaction
between the process of representation-building and the manipulation of those
representations. I this proves o be the case, then the current approach of wsing
hand-coded representations not only is postponing an important issac hut will, in
the tong run, lead up a dead-end street.

We will consider this issuc in greater depth laler, when we discuss current
rescarch in the modeling of analogical thought. For now, we will discuss in some
detail one well-known Al program for which great claims have heen made, We
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argue that these claims represent a lack ol appreciation of the importance jof high-
level perception. |

23 BACON: A case study

A particularly clear case of u program in which the problem ol representation ig
bypassed is BACON, a well-known progriom that bas been advertised as ap
accurate model of scieatific discovery {Langley et al. 1987). The authors of
BACON clain that their systen is “capable of representing information at multiple
Aevels of deseription, which cnables it 1o discover complex laws involvigg Many
terms’. BACON was able to discover’, among other things, Boyle™s kaw ol idea)
gases, Kepler's third law of phimetary motion, Galileo's law of uniform acee f..::os
and Ohn's law, ’

Such claims clearly demand close seruting. We will look in particulir at the
#:.:mu.":z.z “discovery” of Kepler's third law of planctary motion. Upan examination
it seems that the suecess of the program relies almaost entirely on its being m?a_“
.__.._:_ that have already been represented in near-optimal form, using alter-the.
fact knowledge available 1o the programmers.

When BACON performed its derivation of Kepler's third law, the program
wils given only data about the planets’ average distances from the sun and their
periods. These are precisely the data requived 1o derive the law. The propram is
Q.l.:i:_w nol ‘starting with essentially the same initial conditions as 1he human
discoverers”, as one of the authors of BACON has claimed (Simon 1989, p, 375).
The author’s claim that BACON used “original data’ certainly does not mean that
it used aff ol the data available 10 Kepler at the time of his discovery, the vast
majority of which were irrelevant, misleading, distracting, or even wrong.

This preselection of data may at first scem quite reasonable: after all, what
could be more important to an astronomer-mathematician than planctary distances
and periods? But here our after-the-fact knowledge is misleading us. Consider
for a moment the times in which Kepler lived. [t was the turn of the seventeenth
cemtury, and Copernicus’ De Revolutionibus Orbium Coelestivan was still new and
far from universally accepled. Further, at that time there was no notion uf the
tforces that produced planctary motion; the sun, in particutar, was known to
produce light but was not thought W inluence the motion of the planets. In that
prescientific world, even the notion of using mathematical cquations (0 express
regularitics in nature was rare. And Kepler believed—in fact, his carly fame
rested on the discovery ol this surprising coincidence—that the planeis distances
from the sun were dictated by the fact that the five regular polyhedea could be
fitted between the five “spheres” of planctary motion around the sun, o fact that
constituted seductive but ultimately misleading data.

Within this context, it is hardly surprising that it took Kepler 13 years o realize
::.: conic sections and not Platonic solids, that algebra and not geometry, the
ellipses and not Aristotelian *perfect” circles, that the planets’ distances from the
sun and ot the polyhedra in which they fit, were the refevant factors in unlocking
__:.r. regularitics of planctary motion. In making his discoveries, Kepler had to
reject a host of conceptual frameworks that mipght, for 4 he knew, have
applicd to planclary motion, such as religious symbolism, superstition, Christian
cosmology, and teleology. In order to discover his laws, he had to make all of
these ercative leaps. BACON, of course, had to do nothing of the sort. The
progrant was given precisely the set of variables it nceded from 1he outset {even
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it the values of some of these variables were sometimes less than ideal), and was

moreover supplicd with precisely the right biases o induce the alpebraic form of
the Taws, it being taken completely for granted that mathematical laws of u type
pow recognized by physicists as standard were the desired outcome.

1 is diflicelt to believe that Kepler would have taken 13 yeirs to make his
discovery il his working data had consisted entirely of a list where cach entry
said Panct X: Mean Distance from Sun Y, Period 27 10 he had further been
(old *Find a polynomial ecquation refating these entities”, then it might have taken
him a lew hours. Addressing the question of why Kepler took 13 years 1o do
what BACON muanaped within minutes, Langley ef «f. (1987) point (o ‘steeping
time, and time {or ordinary daily chores’, and other fuctors such as the time taken
in setting up experiments, and the slow hardware of the human nervous system
(1). In an interesting, juxtaposition 1o this, rescarchers in a recent study {(Qin &
Simon 1990} found that starting with the data that BACON was given, university
students could make cssentially the same “discoveries” within an hour-long
experiment. Somewhat strangely, the authors (including one ol the authors of
BACONY} take this linding 1o support the plausibility of BACON as an accurale
model of scientific discovery. 1t seems more reasonable to regard iU as a
demonstration of the vast difference in difliculty between the task faced by
BACON and that fuced by Kepler, and thus as o reductio ad absurdum ot the
BACON methodology,

So many varieties of data were available to Kepler, and the available data had
so many different ways of being interpreted, that it is difficult not to conclude
that in presenting their program with data in such o neat form, the authors of
BACON are inadvertently guilty of 2020 hindsight. BACON, in short, works
only in a world of hand-picked, prestructured dita, a world completely devoid
of the problems faced’by Kepler or Galileo or Ohm when they made thei onginal
discoveries. Simitar comments could be made about STAHL, GLAUBER, and
other models of scientitic discovery by the authors of BACON. In all of these
models, the crucial role played by high-level perception in scientilic discovery,
through the filtering and organization of environmental stimuli. is ignored.

[t is interesting to note that the notion of a *paradigm shilt’. which is central
1o much scientific discovery (Kuhn 1970}, is often regarded as the process of
viewing the world in a radically different way. That is, scientists” frameworks for
representing availuble world knowledge are broken down, and their high-level
pereeptual abilities are used to organize the availuble data quite dilferently,
building a novel representation of the data. Such a new representation can be
used 1o draw different and important conclusions in a way thal was dilticult or
impossible with the old representation. In this model of scientific discovery., unlike
the model presented in BACON, the pracess of high-level perception is central.

The case of BACON is by no means isoluted—il is typical ol much work in
AL, which often fails to appreciate the importance of the representation-building
stage. We will see this in more depth in the next section, in which we take a look
at the modeling of analogy.

3. Models of analogical thought

Analogical thought is dependent on high-level pereeption in a very direct way.
When people make analogies, they are perceiving some aspects af the structures
of two situations—the essences of those sitwations, in some sense-—as identical,
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These structures, of course. are a product of the process ol high-level pereeptio
The ﬁ_:m._:x of an analogy between two situations depends almost entirely .“._.
:_.F..z perception of the situatioas, 1f Ronald Reagan were (o evaluate the S:E::
ol an anmalogy between the US role in Nicaragua and the Soviet Unionls role o
Alghanistan, he would undoubtedly see it as a poor one. Others might n::ﬁg_:
the analogy excellent, The differeice would come feom different _E_.na_:n::, . Eﬂ.
___.:..,. representations, ol the sitwations themselves. Reagan’s internal _‘c_:r.mn_:m.:o
of the Nicaraguan situation is certainly quite differeat from Danicl Ortega’s "
Analogical thought further provides one of the clearest illustrations cq. th
:cx.ms_r. nature of our perceptual abilities, Making an analogy requires _:m.,_d_mm_:m:n
various different aspects of o situation, and the aspects that are highlighted mqm
often not the most obvious features. The perception of 3 situation can chan .
radically, depending on the analogy we are making. &
Let us cczm.:_nm twa analogics involving DNA. The first is an analogy betweep
DNA and a zipper. When we are presented with this analogy, the image of DNA
that comes fo mind is that of two strands of paired nucleotides (which can come
apart like a zipper for the purposes of replication). The sccond analogy involve:
comparing DNA 1o the souree code (i.e. non-executable high-level code) o_..w
computer program. What comes in mind now is the fact that information in the
DZ> gets ‘compited” (via processes of transcription and translation) inlo enzymes
which correspond 10 machine code (ic. exceutable code). In the latter analog .
__F pereeption of DNA is radically differeat—it is represented essentially ag .W_“
information-bearing entity. whose physical aspects, se important to the [t
analogy, are of little consequence. ;
In CASCs m,.:n: as these, it seems that no single, rigid representation can upture
whal is going on in our heads, 10 s true that we probably have a single rich
representation of DNA sitting passively in long-term memaory, However, in the
contexts of different analogical mappings, very different facets of this large
_.ccwwmc:::mc_:__ structure are selected as being relevant by the pressures of the
?:.:n_.__zq context. lrrespective of the passive content of the long-term represen-
tation of DNA, the aetive content that is processed at a given time is determined
by a flexible representational process.
Furthermore, not only is analogy-making dependent on high-level perception
but the reverse holds true as well: pereeption is often depeadent on E::o@r.
:E._ﬁm:.m.. itsclf. The high-level perception of one situation in terms of another is
ubiguitous in human thought. If we perceive Nicaragua as ‘another Vietnam', for
example, the making of the analogy is fleshing out our representation of ch.,_:_,w:s.
>:m._:mwn=_.:::_E: provides a powerful mechanism for the enrichment of a
_.c_:cmc.:t_::: of a given situation. ‘This is well understood by good ecducators
and writers, who know that there is nothing like an analogy to provide a better
.::.._:z_ picture of & given situation. Analogies alfect our perception all the time:
1 a love affatr, for instance, it is difficull to stop parallels with past _.:::_:no.,...
from madulating one’s perception of the current situstion. In the large or the
small, such analogical perception—the prasping of one situation in terms of
another—is so common that we tend o forget that what is gowng on s, in .EQ
E:.:..mw. Analogy and perception are tightly bound together, h ‘
. It s uselul 1o divide analogical thought into two basic components. First, there
is :.E process .i. sitwation perception, which involves taking the data :.Z:?c.p_ with
a piven situation, and filtering and organizing them in various ways (0 provide
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an appropriate representation for a given context. Second, there is the process
of mapping. Phis involves taking the representalions al two situations and finding
appropriate correspondences between components of one representation with
components of the other to produce the maich-up that we call an analopy. 1t is
by no means appareat that these processes are cleanly separable; they seem o
iteraet in a deep way. Given the fact that perception underlies analogy, one
might be tempted o divide the process ol analogy-making scquentially: Lirst
situation pereeption, then mapping. But we have seen that anifogy also plays i
farge role in pereeption; thus mapping may he deeply involved in the situation-
perecption stage, and such a clean division of the processes involved could be
misleading. Eater, we will consider just how deeply intertwined these two processes
are.

Both the situation-percepltion and mapping processes are essential 1o analogy-
making, but of the 1wo the former is more fundamental, for the simple reason
that the mapping process requires representations to work on, and representations
are the product of high-level pereeption. The perceptual processes that produce
these representations may in tura deeply involve analogical mapping; but cuch
mapping process is grounded on i preceding perceptual process, whereas il is not
the case that cach pereeptual process necessarily depends upon mapping. Therefore
the perceptual process is conceptually prior, although pereeption and mapping
processes are often temporally interwoven. If the uppropriate represenlations are
already formed. the mapping process is olten quite st iphtforward. In our view,
the most central and challenging part of analogy-making is the pereeptuat process:
the shaping of situations into representations appropriate o a given context.

The mapping process, in contrast, is an important object of stueky especially
because of (he immediate and natural use it provides for the products of
perception. Perception produces a particular structure for the representation of
a situztion, and the mapping process emphasizes certain aspects of this structure.
Through the study of analogy-making, we obtain a direct window onto high-level
perceptual processes, The swdy of which situations peaple view as analogous can
tell us much aboul how people represent Lhose situations. Along the same lines,
the computational madeling of anaogy provides an ideal testing-ground  [or
theories of high-level pereeption, Considering all this, one can see that the
investigation of anatogical thought has a large role to play in the understanding
of high-leve! pereeption. ;

3.1, Current models of andogical thought
In kight of these considerations, it is somewhat disheartening to note thit almost
all current work in the computational modeling of analogy bypasses the process
of pereeption altogether. The dominant approach involves starting with fixed,
preordained representations, and launching a mapping process 1o find appropriate
correspondences between representations. The mapping process nol only takes
center stage; it is the only actor. Pereeptual processes are simply ignored; the
problem of representation-building is not even an issuc. The tacit assumption of
such rescarch is that correct representations have (somehow) already been built.
Perhaps the best-known computational mode! of analogy-making is the structure-
mapping engine (SME) (Falkcuhainer ef al. 1990), based upon the structure-
mapping theory of Dedre Gentner {1983}, We will examine this model within the
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context of our carlier remarks. Other models of analogy-making, such as those
of Burstein (1950}, Curbonell (19863, Holyoak & Thagard (1989}, Kedar-Cabellj
(1988}, and Winston (1982), while differing in many respects from the above
work, all share the property that the problem of representation-building g
bypassed,

Lel us consider one of the standard examples lrom this research, in which the

SML program is said 1o discover an analogy between an atom and the solar
system. Here, the program is given representations of the two situations, as shown
in Figure 1. Sturting with these representations, SME examines many possibie
correspondences between clements of the first representation and elemeris of the
second. These correspondences are evaluated according 1o how well they preserye
the high-level structure apparent in the representations. The correspondence with
:..c Em__cv._ score s selected as the best analogical mapping between the two
siudlions.
. A briel examination of Fipure 1 shows that the discovery of the simitar structure
in Er.zn representations is not a difficult task. The representations have been sef
up in such a way thit the common structure is immediately upparent. Even for
a compuler program, the extruction of such common structure s relatively
straightforward.

We are dn broad sympathy with Gentner's notion that the mappings in an
analogy should preserve high-level structure (although there is room to debate
over the details of (he mapping process). But when the program’s discovery of
the correspondences between the two situations is a direet result of ite being
explicitly given the appropriate structures o work with, its victory in fnding the
analogy becomes somewhat hollow. Since the representations are tailored {perhaps
unconsciously) to the problem at hand, it is hardly surprising that the correct
structural correspondences are not dificult 10 find, A few picces of irrelevant
:u_.,...:_.._::c_ﬂ are sometimes thrown in as decoys, but this makes the task of the
mapping pracess only slightly more complicated. The point is that if appropriate
representations come presupplicd, the hard part of the analogy-making task has

-abready been accomplished.

Imagine what it would take 1o devise. a representation of the solar system or

an atom independent of any context provided by a particukar problem. There are
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Figure . The representations used by SME in finding an analogy between the
solar system and the atom (Falkenhainer ef af, 1990).
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somany data available: one might, for instance, include information about the
maoons revolving around the planets, about the opposite electric charges on the
pioton and the clectron, about relative velocitics, aboul proximities te other
bodies, about the number of moons, about the compasition of the sun or (he
compuosition of the nucleus, about the Tact that the planets lie in one plane and
that cach planet rotales on its axis, and so on. [0 comes a8 no surprise, i view
ol the analogy sought, that the only relations present in the represeotations that
SML uses for these situations are the following: “attracty’, ‘revolves around’,
pravity”, “apposite-sign” and “greates” (as well as the Tundamenmal relation “cause’).
These, Tor the most parl, are precisely the celations that are relevant factors in
this analogy. The criticisms of BACON discussed carlier. apply here also: the
representations used by both programs seem o bave been designed with 20-20
hindsight.

A related problem arises when we consider the distinetion that Gentner mukes
between objects, attributes, and refations. This distinetion is fundamental to the
operation of SME, which works by mapping objects exclusively to objects and
relations 1o refations, while paying little attention to adtributes. Lo the atom/solar-
system analogy such things as the nucleus, the sun, and the electrons are labeled
as ‘objects”, while mass and charge, for instance, arc considreed (o be attributes’.
However, it scems most unclear that this representational division is so clean in
buman thought. Many concepts, psychologicatly, seem to float back and forth
between being obiccts and attributes, for example. Consider a model of ceonomics:
should we regard “wealth™ as an object that flows from one agent, or as an
attribute of the agents that changes with each transaction? There does not appear
to be any obvious ¢ priori way 1o make the decision. A similar problem arises
with the SMIC treatment of relations, which are treated as n-place predicales. A
3-place predicate can be mapped only to a 3-plice predicate, and never to a 4-
place predicaie, no matter how semantically close the predicates might be. So it
is vitally important that every relation be represented by precisely the right kind
of predicale structure in every representation. It seems unlikely that the human
mind makes a rigid demarcation between 3-place and 4-place predicates—rather,
this kind of thing is probably very bluery.

Thus, when one is designing a representation for SME, a large number ol
somewhat arbitrary choices have 0 be made. The performance of the program
is highly sensitive 1o each of these choices. [n cach of the published examples of
analogies made by SME, these representations were designed in just the right
way for the analogy 1o be made. It is difficult to avoid the conclusion that at
least 10 a certain extent, the representations given 1o SME were constructed with
those specific analogies in mind. This is again reminiscent of BACON.,

In defense of SME, it must be said that there is much ol interest about the
mapping process itsell; and uniike the creatars of BACON, the ereators of SME
have made no great claims for their program’s “insight’. It seems a shame,
however, that they have paid so littie attention 10 the guestion of just how the
SME's representations could have been formed. Much of what is interesting in
analogy-making involves exiracting structural commonalitics from (wo Situations,
tinding some ‘essence’ that both share. ln SMIE, this problem of high-level
perception is swept under the rug, by starling with preformed representations of
the situations. The essence of the situations has been drawn oul in advance in
the formation of these representations, leaving onty the relatively easy task of
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wrong: tis simply not Gckling what are, in our apinion, the really difficult issueg
in analogy-making.

- Such enticisas apply equally to most other work in the modeling of analogy,
I is interesting to note that one of the carliest computational models ol analogy,
Evans' ANALOGY (Livans [968), attempled o build its own representations,
even if it did so o a fairly rigid manner. Curtously, however, almost all mujor
analogy-making proprams since then have ignored the problem of repres¢ntation-
building. The work of Kedar-Cabelli (1988} takes a limited step in this direction
by employing a nation of “purpose” to direet the selection of relevanl information,
but still starts with all representations pre-built. Other rescarchers, such as
Buarstein (1986), Carbonell (1986), and Winston (1982), all have models that differ
in significant respects from the work outlined above, but none ol these addresses
the uestion of perception.

The ACMIZ progrim of Holyoak and Thagard (1989) uses o kind ol connectionist
network 1o satisly a set of Csoft constraints’ in the mapping process, thus
determining the best analogical correspondences. Nevertheless, their approach
scems 10 have remained immune 10 the connectionist notion of context-dependent,
flexible representations. The represeatalions used by ACME are preordained,
frozen structures ol predicate logic; the problem of high-evel perception is
bypassed. Despite the flexibilily provided by a connectionist network, the progran:
has no ability (o change s representations under pressure. This constitutes a
serious impediment to the atiempts of Holyoak and Thagard 10 caplure the
flexibility of human analogical thought.

3.2.  The necessity of integrating high-level perception with more abstract
cogmitive processing

The fact that most current work on analogical thought has ignored the problem
of representation-formation is not necessanly a damning charge: rescarchers in
the ficld might well defend themselves by saying that this process is far too
difficult to study ot the moment. fn the meantime, they might argue, it is
reasonable to assume that the work of high-level perception could be done by a
separate ‘representation module’, which takes raw situations and converts them
into structured representations. Just how this module might work, they could say,
is not their concern. Their rescarch is restricled 1o the mapping process, which
takes these representations as inpul, The problem of representation, they might
claim, is a completely separate issue. {(In fact, Forbus, one of the authors of
SME, has also worked on modules that build representations in Cqualitative
physics’. Some prehiminary work has been done using these representations as
input 10 SME.}

This approach would be less ambitious than trying to medel the entire
perception-mapping cycle, but lack of ambition is certainly no reason to condemn
a project @ priovi. In cognitive science and clsewhere, scientists usually study
what seems within their grasp, and leave problems thal seem too difficult for
later. I this were all there was 1o the story, our previous remarks might be read
as pointing out the limited scope of the present approaches to analogy, but at
the sume time applauding their success in making progress on a small part of the
problem. There is, however, more 10 the story than this,

By ignoring the problem of pereeption in this fashion, artificial intetligence
rescarchers are making a deep implicit assumplion—namely. that the process of
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_.:.n.».r._:.:: and of mapping are temporally separable. As we have already said,
we believe that this assumption will not hold up. We see two compelling acguments
against such o separation of perception: from mapping. The first argument is
simpher, but the second has a broader scope.

The dirst argument stems from the observation, made carlier, that much
pereeption is dependent an pracesses of analogy. People are constanily interpreting
aew sitwations in terms of old ones. Wheaever they do this, they are using the
analogical process 1o build up richer representitions of various situations. Whea
the controversial book The Satanic Verses was attacked by Iranian Moslems and
its author threatened with death, most Americans were quick to condemn the
actions of the Tranians, Interestingly, some senior ligures in American Christian
churches had a somewhat ditferent reaction. Secing an analogy between this book
and the controversial lilm The Last Temptation aof Chrisi, which had been attacked
in Christian cireles as blasphemous, these ligures were hesitant about condemuning
the Tranian action. Their perception of the situation was significantly altered by
such a salient analogy.

Similarly, sccing Nicaragua as analogous (o Vietnam might throw a particular
perspective on Lhe situation there, while seeing the Nicaraguan rebels as “the
moral equivalent of the founding tathers™ is likely to give quite a different picture
of the situation. Or consider vival anmlogies that might be used to explain the
role of Saddam Hussein, the Iragi leader who invaded Kowait, to someone who
Enows tittle about the situation. 1f one were unsympathetic, one maght deseribe
him as analogous o Hitler, producing in the listener a pereeption ol an evil,
agpressive figure. On the othier hand, il one were sympathetic, one might deseribe
him as being like Robin Hood. This could produce in the listener a perception
ol & reltively geacrous figure, redisteibuting the wealth of the Kuwaius to (he
rest of the Arab population.

Not only, then, is perception an integral pact of analogy-making, but analogy-
making is also an integral part of pereeption. From this, we conclude that it ts
impossible to split analogy-making into “first perception, then mapping”. The
mapping process will often be needed as an important part of the process of
pereeption. The only solution is o give up on any clean temporal division between
the two processes, and instead (o recognize that they interact deeply.

The modular approach to the modeling of analogy stems, we believe, from a
conception of analogical thought as something quite separate from the rest of
cognitien. One pgets the impression from the work of most rescarchers that
analogy-making is coneeived of as o special ol in reasoning or problem-solving,
a heavy weapon wheeled oul occasionally 1o deal with difficult problems. Our
view, by contrast, is that analogy-making is going on constantly in the hackground
of the mind, helping 10 shape our perceptions of everyday situations. 1n our view,
analogy is not separale from perception: analogy-making iself is a perceptual
process.

For now, however, let us aceept this view ol mapping as a ‘task’ in which
representations, the products of the perceptual process, are used. Lven in this
view, the temporat separation of perception from mapping is, we belicve, a
misguided effort, as the following argument will demaonstrate. ‘This seeond
argument, unlike the previous one, has o scope much broader than just the ficld
of anujogy-making. Such an argument could be brought to bear on almost any
arep within artificial inteligence, demonstrating the necessity for “task-oricnted’
processes to be tightly integrated with high-fevel pereeption.
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Consider the amplications of the separation ol perception from the mapping
process, by the use of a separate representation module. Such a module woyld
have Lo supply a single ‘correct’ representation lor any given situation, independeng
of the context on the task for which it is being ased. OQur carlier discussion of the
flexibility of human representations should already suppest that this notion should
be treated with grea suspicion. The preat adaplability of high-level pereeption
suggests that no maodule that produced a single context-ndependent representation
could ever madel the complexity of the process.

To justify this claini, let us return to the DNA example. To understand the
analogy hetween DNA and a zipper, the representation module would have to
produce a representidion of DNA that highlights its physical. base-paired structure,
Oun the other hand, to understand the analogy between DNA and souree code,
a representation highlighting DNACs informadion-cavrying propertics would have
1o be constructed. Such sepresentations would elearly he quite different {rom
cach other.

The only solution would be Tor the representation module 1o always provide a
representiation all-encompassing enough 1o take in every possible aspect of a
siuation. For DNA, for example, we might postulate o single representation
incorporating information about its physical, double-helical structure, ibout the
way in which its information’ is used 10 build up cells, about its properties of
replication and.matation, and much more. Such a representation, were it possible
1o build it up, would no doubt be very larpe. Buat ils very size would make it far
oo targe for immediate use in processing by the liigher-level task-oriented
processes for which it was intended—in tlus case, the mapping modute. The
mapping processes used in most current computer models of analogy-making,
such as SME, all use very small representations that have the relevant information
sclected and ready for immediate use. For these programs to tuke as input large
representations that include all available information would require a radical
change in their design.

The problem is simply that a vast oversupply ol information would be available
in such o representation. To determine precisely which peices of that information
were relevant would require a complex process of filtering and organizing the
available data from the representation. This process would in fact be tantamount
to high-fevel perception all over again. This, il woutd scem, would defeac the
purpose of separating the perceptual processes into a specialized module,

Let us consider what might be going on in a human mind when it makes an
analogy. Presumably people have somewhere in fong-tenn memory a represen-
tation of all their knowledge about, say, DNA. But when a person makes a
particutar analogy involving DNA, only certain information about DNA is used.
The information is brought from long-term memory and probably used to form
a temporary active representation in working memory. This sccond representatios
will be much less complex, and consequently much casier for the mapping proces
(o manipulate. It scems likely that this smaller representation is what corresponds
to the specialized representations we saw uscd by SME above. I is in a sense a
projection of the larger representation {rom long-term memory—with only the
relevant aspects being projected: It seems psychologically implausible that when
d person makes an analopy, their working memory is holding all the information
from an all-cncompassing representation of a situation. Instead, it seems that
people hold in working memory only a certain amount of relevant information
with the rest remaining Jatent in long-term storage.
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But the process of forming the appropriate representation in working memory
is undoubtedly not simple. Organizing i representation in working memory would
be another specitic cxample of the action of the high-level perceptual processes—-
filtering and organization—responsible Tor the formatioan of representations in
generab. And most importantly, this process would necessarily interact with the
details ol the task at hand. For an alf-encompassing representation (in long-tenn
memory) 1o be transiormed into o usable representation in working memory, the
mature of the fask at hand—in the case of analogy, a particular attempted
mapping—must play a pivotal role,

The tesson to be learned from all this is thal separating perception from the
‘higher™ tasks for which it is 1o be used is almost certainly a misguided approach.
The fact thal representations have 1o be adapted to particular contexts and
particular tasks means that an interplay between the task and the perceptual
process is unavoidable, and therefore thut any ‘modular’ approach to analogy-
making will ultimately fail. 1L is therefore essential to investigate how the
pereeptual and mapping processes can be integraded.

One might thus envisage a system in which representations can gracdually be
built up as the various pressures evoked by a given context manifest themselves.
We will desceribe such a system in the next section. [n this system, not only is the
mapping determined by pereeptual processes: the perceptual processes are in {urn
influcnced by the mapping process. Representations are built up gradually by
means of this continual interaction between perception and mapgping. 1§ a particular
representation seems approprinte for a given mapping, then thal represeatation
continues to be developed, while the mapping continues to be fleshed out. I the
representation seems less promising, then alternative directions are explored by
the pereeptual process. I is of the essence that Lhe processes of perception and
mapping are interfcaved at all stages, Gradually, an appropriate analogy emerpes,
based on structured represeatations that dovetail with the final mapping. We will
examine this system in greater detail shortly.

Such a system is very differcnl from the traditional approach, which assumes the
representation-building process 1o have been completed, and which concenirales on
the mapping process in isofation. But in order to be able to deal with the great
flexibility of human perception and representation, analogy rescarchers must
integrate high-tevel perceplual processes into their work. We believe that the use
of hand-coded, rigid representations will in the long run prave 1o be a dead end,
and that flexible, context-dependent, casily adaptuble representations will be
recognized as an essential part of any accurate modet of cognition.

Finally, we should note that the probiems we have outlined here are by no
means unigque 10 the modeling of analogical thought. The hand-coding of
representutions is endemic in (raditional Al. Any progranm that uses pre-built
representations for a particular task could be subject to such a ‘representation
module’ argument similar to that given above. For most purposes in cognitive
science, an integration of task-orienied processes with those of pereeption und
representation will be necessary.

4. A model that integrates high-level perception with anatopy-making

A madel of high-levet perception is clearly desirable, but o major abstacle lies in
the way. For any model of high-level perception 1o get off the ground, it must
be firmly founded on a base of low-level perception. But the sheer amount of
information available in the real world makes the problem ol low-level perception
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an exceedingly complex one, and success in this ared has understandably been
yuite limited, Low-leved perception poses so many problems that for now, the
madeling of Tull-fiedged high-level perception of the real world is o distant goal,
The gap between the lowest level of pereeption (cells on the retina, pixels on the
sereen, wavelorms of sound) and the highest level (conceptual processes operating
on complex structured sepresentations) is al present (oo wide o bridge. |

This does not mean, however, that one must admit defeal. ‘Vhere is jmother
route 1o the goal. The real world may be too complex, but il one restricts the
domain, some understanding may be within our grasp. I, instead of using the
real world, one carclully creates a simpler, artificial world in which to study high-
level perception, the problems become more tractable. In the absence of large
amounts ol pixel-by-pixel mlonmation, one is led much more quickly to the
problems of high-level perception, which can then be studied in their own right,

Such restricted domains, or microdomains, can be the source of much insighe,
Scientists in all fields throughout history have chosen or crafted idealized domains
to study particular phenomena, When researchers attempt to take on the full
complexity of the real world without first having some grounding in simpler
domains, it often proves 1o be a misguided enterprise. Unfortunately, microdomains
have falien out of Taver in artiicial intelligence. The “read world” modeling that
has replaced them, while ambitious, has often led 10 misleading claims (as in the
case of BACON), or 1o hmited models (a5 we saw with models of analogy).
Furthermore, while “real world” representations have impressive labels—such ag
‘atom” or ‘solar system’——atiached to them, these labels conceal the fact that ..
representations are nothing but simple structures in predicate Jogic or a simitar
framework. Programs like BACON and SME are really working in stripped-down
domuins of certain highly idealized logical forms—their domains merely appear
to have the complexity of the real world, thanks to the English words attached
to these forms,

While microdomains may superficially seem fess impressive than ‘real world’
domains, the faet that they are explicitly idealized worlds allows the issues under
study to be thrown into clear relicl—something that generally speaking is not
passible in a full-scale real-world problem, Once we have some understanding of
the way cognitive processes work ina restricted domain, we will have made
genuine progeess lowards understanding the same phenomeny in the unrestricted
real world.

The model that we will examine here works in a domain of alphabetical letter-
strings. This domain is simple cnough that the problems of low-level peceeption
are avoided, but complex enough that the main issues in high-fevel pereeption
arise and can be studied. The maodel, the “Copycat’ program (Hofstadter 1984,
Mitchell 1990, Hofstadter & Mitchell 1992), is capable of building up its own
representations of situitions in this domain, and does so in a Nlexible, context-
dependent manner. Along the way, many of the central problems ol high-level
perception are dealt with, using mechanisms that have @ much broader range of
application than just this particular domain. Such a model may well serve as the
basis for a later. more general mode! of high-level perception.

" This highly parallel, non-deterministic architeeture builds its own representativns
and finds appropriate analogics by means of the continual ieraction ol perceptual
structuring-agenls with an associative concept network. It is this interaction
between perceptual structures and the concepl network that helps the model
capture part of the flexibility of human thought. The Copycat program is a model

-
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ol both high-level pereeption and anatogical thought, and it uses the integrated
appraach o situation pereeption and mapping that we have been advocating,

The architecture could be said 10 {all somewhere on the spectrum between the
connectionist and symbolic approaches 1o artificiad intelligence, sharing some of
the advantages of cach. On the one hand, like connectionist models, Copyceat
consists of many local, bottom-up, parallel processes from whose collective action
higher-level understanding emerges. On the other hand, it shares with symbolic
models the ability to deal with complex hieracchically-structured representations.

We shall use Copycat to illustrate possible mechanisms for dealing with five
important prablems in perception and analogy. These are:

e the pradual building-up of representations;

# the role of top-down and contextual influences;

& the integration of perception and mapping;

o the exploration of many possible paths toward a representation;
@ the radical restructuring of perceplions, when necessary.

The description of Copycat given here will necessarily be brief and oversimplified,
but further details are available elsewhere (Hofstadies 1984, Mitchell and
Hofstadter 1990, Mutchiell 19904, Hofstadter and Mitchetl 1992).

4.1. The Copycat donmin

The task of the Copycat program is io make analogies between strings of letters.
For instance, it is clear to most people that abe and fijjkkil share common structure
at some level, The goal of the program is o capture this by building, for each
string, a represendation thae highlights this commen structure, and by finding
correspondences belween the two represcitations.

The program uscs the resull of this correspondence-making to solve analogy
problems of the following form: ‘H abe changes o abd, what does fijjkkil change
10?" Once the program has discovered common strueture in the two strings abe
and #ijjkkil, deciding that the letier @ in the fiest corresponds to the group # in
the second and that ¢ corresponds o #, it is relatively straightforward for it to
deduce that the best answer must be igfkkrun. The difficult task tor the program—
the part sequiring high-level perception—is to buikd the representations in the
first ptace. We will shortly examine in more detail just how these representations
are built-

Before we begin a discussion of the details of Copycat, we should note thal
the program knows nothing about the shapes of letters, their sounds, or their
roles in the English language. 1t does know the order of the letters in the alphabet,
both forwards and backwards (to the program, Lhe alphabet is in no scnse
‘circular’). The alphabel consists of 26 ‘platonic’ letter entities, each with no
explicit relation Lo anything except its immediate acighbors. When instances of
these simple concepts, the letters, are combined into strings of various lengths,
quite complex ‘situations’ can result. Fhe task of the program is to pereeive
siructure in these situations, and o use this structure 10 make good analogics.

The architecture used by the program, incidentally, is applicable much more
widely than (o just the particular domain used here. lor instanee, the architecture
has also been implemented to deal with the problem of perceiving structure and
making analogics involving the dinner implements on a tabletop (a microdomain
with a more ‘real world® fecl) {French 1988). An application involving perception




v

204 D J. Chalmers et al,

of the shapes and styles of visual letierforms, and generation of new letterformg
sharing the given style, has also been proposed (Hofstadier e af. 1987,

4.2.

"

Building np representutions

e philosophy behind the model under discussion is that high-level perception
emerges as a product of many independent but cooperating processes running ip
pavallel. The system is at first confronted with a raw sitvation, about which i
knows almost nothing. Then a number of perceptual agents swarm over and
examine the situation, cach discovering small amounts of local structure adding
incrementadly to the system’s pereeption, until finally a global understanding of
the situation emerpes.

These pereeptual agents, called codelers, are the basic clements of Copycat’s
perceptual processing. Each codelet is a small piece of code. desipned to perform
a particular type of task. Some codelets seek 10 establish relations between
objects; some chunk objects that have been perceived as related into groups;
some are responsible for describing objects in particular ways; some build the
correspondences that determine the analogy; and there are various others, Each
codelet works locally on a small part of the situation. There are many codelets
waiting to run at any given time, in a pool from which one is chosen
nandeterministically at every cyele. The codelets often compete with each other,
and some may cven break structures that others have buill up, bul eventually a
coherent representation emerges. ’

When it starts to process a problem in the letter-string domain, Copycat knows
very little abowt the particular problem at hand. It is faced with three strings, of
which it knows only the platonic type of each letter, which letters are spatially
adjacent to each other, and which leiters are lefimost, rightmost, and middle in
each string. The building-up of representations of these strings and of their
interrelationships is the task of codelets. Given a string such as ppggrrss, one
codelet maght notice that the first and second letters are both instances of the
same platonic teter-type (CF'), and build a ‘sameness’ bond between them,
Another might notice that the physically adjacent ketlers r and s are in fact
alphabetical neighbors, und build a ‘successor’ bond between them. Another
‘grouping’ codelet might chunk the two bonded letiers p into o group, which can
be regarded at least temporarily as a unit. Aflter many such codelets have run, a
highly structured representation of the situation emerges, which might, for
instance, see the string as a sequence of four chunks of two ketlees cach, with the
‘alphabetic successor’ relation connecting cach chunk with fts right neighbor.
Figure 2 gives a stripped-down example of Copycat’s perceplual structuring,.

Different types of codetets may come into play at different stages of a run.
Certain types of codelets, for example, can run only after certain types of
structures have been discovered. In this way, the codelets cause structure to be
built up gredually, and in a context-sensitive manner. Due 10 the highly
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Figure 2. Examples of perceptual structures built by Copycat.
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pondeterministic selection of codelets, several directions can be simultancously
explored by the perceptual process. Given the sting abbeed, for instance some
codelets might ry 10 organize it as a sequence ol “sameness’ groups, g-bh-ce-d,
while others might simultancously try (o arganize il quite difterently as a sequence
ol “successor” groups, ab-be-cd. Eventuatly, the program is likely to focus on one
or the other of these possibilities, but because of the nondeterminism, no specific
behavior can be absolutely guaranteed i advance. However, Copycat usually
comes up in the end with highly structured and humanly plausible represeatations
of situations il is given.

4.3, The role of context and top-down influeinces '

As we have seen, one of the most important features of high-level perception is
its sensitivity to context. A model of the perceptual process that proceeds in a
manner that disrepards context will necessarily be inflexible.

The Copycat model captures the dependence of perception on contestual
features by means of an associative concept-network (Figure 3), the Sfipnet, which
interacts coatinually with the perceptual process. Each node in this network
corresponds 1o a concept that might be refevant in the letter-string domain, and
each node can be activated to a varying degree depending on the perceived
relevance of the carresponding concept to the given situation. As a particular
feature of the situation is noted, the node representing the concept that corresponds

1o the feature is activated in the concept network. In turn, the activation of this

concept has a biasing effect on the perceptual processing that follows. Specifically,

it causes the creation of seme number of associated codelets, which are placed
in the pool of codelels waiting 10 run. For instance, il the node corresponding ta
the concept of “ulphabetic successor” is activated in the Slipnet, then several
codelets wilk be spawned whose task is o look for successorship relations elsewhere
in the situation.

Further, the activation of certain nodes means that it is more likely that
associated perceplual processes will suceeed. N the “successor” node is highly
active, for example, not only is it more likely that codelets that (ry to build
successorship relations will be spawned, but it is also more likely that once they
run, they—rather than some competing type of codelet—will sueceed in building
a lasting relation as part of the representation. In both of these ways, perceplual
processing that has already been compleled can have a contextual, top-down
influence on subsequent processing through aclivation of concepts i the Slipnet.

For instance, in the string k&krret it is likely that the two #s will be perccived as
a ‘samencss group’ (a group all of whose members are the same); such a perception
will be reinforeed by the presence of two similar groups on either side, which
will activate the node representing the concepl of “sameness group’. On the ather
hand, in the string ebcijkpqrrst, the presence of the groups abe and ifk will cause
the node representing “successor group’ {4 group consisting of alphubetically
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suceessive letiers) o be active, making it more likely that pgr and rst will pe
perceived in the same way. Here, then, icis more dikely that the two adjacent pg
will be perecived separately, as pants of two different “successor groups’ of three
tetters each. The way in which two neighbaring s are perecived (e |as grouped
or not) is highty dependent on the context that surrounds them, and this contextygt
dependence is mediated by the Slipnet.

This two-way interaction between the pereeplual process and the concept
network is a combination of 1op-dewn and bottom-up processing. ‘The perceptual
wark performed by the codelets is an inherently botlowm-up pracess, achieved by
competing and cooperating agents cich of which acts locally. The Slipner,
however, by wodulaing the action of the codelets, acts as a4 top-down influence
on this bottom-up process. The Slipnet can thus be regarded as o dynamic
controller, allowing globat properties such as the activation of concepts o influence
the focal action of pereeptual agents. Thas top-down influence is vitally important,
as il ensures that perceptual processes do not go on independently of the system’s
understanding of the global comext.

4.4, hwegration of pereeption and mapping in analogy-making

We have alveady discussed the necessity of a fully-integrated system of perceptual
pracessing and mapping in analogy-making. The Copycat model recognizes
this imperative. The situation-perception and mapping  processes {ake place
simultancousiy. Certain codelets are responsible for building up representations
of the given situations, while others are responsible for building up a B&uﬁ_:m
between the two. Codelets ol both types are in the pool together

In the eurly stages of a run, perceptual codelets start to build up Fﬁ?unim:o:m
of the individual situations. Afier some structure has been built up, other types
of codelets begin 10 make tentative mappings between the structures, From then
on, the siluation-perception and mapping processes proceed hand in hand. As
more structure s buill within the situations, the mapping becomes more
sophisticated, and aspects of the evolviag mapping in turn exert pressure on the
developing pereeptions of the situations.

Consider, for example, two analogics involving the string ppgrss. 1 we are
trying to find an anatogy between this and, say, the string qamivy, then the most
successful mapping is likely to map the group of ps to the group of as, the group
of ss (o the group of xs, and gr to the suceessor group mn. The most natural way
to pereeive the sccond string is in the form aa-mn-xx. and this in turn affects the
way that the first string is perceived, as three two-letier groups in the form pp-
gr-ss. On the other hand, il we are trying to find an analogy between ppgrss and
the string aifklv, then recopnition of the successor proup k! inside the latter
string is likely 1o arouse perceptual biases toward secking successor retations and
groups, so that the system will be likely o spot the successor group pgrs within
ppgrss, and o map one successor group to the other. This teads to the original
string being pereeived as p-pgrs-s, which maps in a natural way o a-ijkf-x.

Thus we can see that different mappings uct as different contexts 1o evoke quite
dilferent perceptivns of the same string of letters. This is essentially what was
going on in the two analogies deseribed cardier involving DNA. In both cases,
the representation of a given situation is made not in isolation, but under the
influence of a particular mapping,.

We should note that the Capyeal model makes no important distinction between
stuctures built for the purpose of situation-pereeption (such as bonds between
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adgacent fetters, or proups of letters), and those built for the purpose of mapping
tsuch as correspondences between letters or groups in the two steings). Both types
of structure wre built up gradually aver time, and both contribute to the progrion’s
current understanding of the overall sitwation. "Fhe mapping structures can
themselves be regarded as perceptual structures: the mapping s simply an
uaderstanding ol the analogy as a whole.

45 Exploring different paths and converging on d solution

A model of pereeption should, in principle, be able to explore alt of the differeat
plausible ways in which a situation might he organized into a representation.
Many representations may be possible, but some will be more appropriate than
others, Copyeat’s architecture of competing codelets allows Tor the exploration
of many dificrent pathways toward a final structure. Difterenl codetets will ofien
begin o build up structures that are incompatible with cach other. This is good—
it is desiruble that many po be explored. in the end, however, the
program must converge on one particular representation of a given sitwdion,

In Capyeat, the goal of homing in on a particular solution is aided by the
mechanism of computagonal temperatire. This is a number that measures the
amount and quality of structure present in the current representation of the
situation. Relevant structures here include bonds, groups, and correspondences,
as well as some others. The term *guality of structure” refers to how well different
parts of the structure cohere with each other. Computational temperature is used
o control the amount of randomness in the local action of cadelets. I a large
amount of good structure has been built up, the temperature will be low and the
amount of rundomness allowed will be smali. Under these circumstiarces, the
system will proceed in a fairly deterministic way. meaniag that it sticks closely 10
a single pathway with (ew rival side-explorations being considered. Oa the other
hand; if there is littde good structure, the temperature will be high, which will
lead to diverse random explorations being carried oul by codelels.

At the start of a run, before any structure has been built, the temperature is
maximally high. so the system will behave in a very random way. This means
that many different pathways will be explored in paraltel by the perceptual
processes. 11 no promising structural organization emerges, then the temperiture
will remain high and many different possibilities will continue (o be explored.
Gradually, in most situations, certain structures will prove more promising, and
these are likely to form the basis of the linal representation. At any given moment,
a single structural view is dominant, representing the syslem’s current most
coherent worldview, but many other (entative structures may be preseat in the
background, competing with il

As good structures build up, the temperature gradually falls and so the system’s
exploratory behavior becomes less random. This means that structures that have
already been built have a lower chance of being replaced by new ones and are
thus favored. The more coherent a global structure, the less likely parts of it are
to be broken. As structure builds up and temperature falls, the system concentrates
mare and more on developing the structure that exists. Eventually, the program
will converge on a good representation of @ piven situation. In practice, Copyeat
frequently comes up in different runs with dilferent representations for the same
situation, but these representations usually seem o be cognitively plausible. s
final ‘solutions’ 1o various analogy problems are distributed in o fashion
qualitatively similar 10 the distributions lownd with heman subjects (Mitchell 1990,
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Holstider & Mitchell [992),

The process ol exploring many possibilities and gradually Tocusing on the most
promising ones bas been ealled a Cparallel terraced sean’ (Liofstadier 1984
Holfstadter & Mitchell 1992). The process s akin 1o the solution 1o the ._s_cu
armed banddit” prohlem (Holland 1975) where o gambler has access toilwo slog
machines with tixed bul distinet probabilities of payotf. These puyoll probabilitieg
are initially unknown 1o the gambler, who wishes o maximize payolls over g
serics of trals. The best strategy is to start by sumpling both machines equally,
bul o »..._._:_::_:‘ fucus one’s resources probabilistically on the machine that appears
to be giving the better payoff. The Copycat program has to perlorm an analogous
task. “To Tunction Hexibly, it has to sample many representational possibilities and
choose those that promise to lead to the most coherent worldview, gradually
settling dows to a fixed representation of the sitwation. In both the two-armed
bandit and in Copycat, it takes time for certain possibilitics to emerge as the
most Truitful, and a biased stochastic sampling technigue is optimal for this
purpose.

4.6. Radical restructuring

Sometimes representations that have been built up for a given situaticn turn out
to be inappropriate, in that they do not lead o a solution to the problem at
hand. When people find themselves in this situation, they need to be able to
completely restructure their representations, so that new ones can evolve that are
more adequate for the current task. Muaier’s two-string experiment provides an
example ol radical restructuring; people have to forget about their initial
representation of a pair of pliers as a tool for bending things, and instead see it
as a heavy weight.

in Copycat, when a representation has been built up, the temperature has
neeessurily pone down, which makes it difficult 1o change 10 another representation
But it is obviously not advantageous for the program to keep a representation
that docs nat lead 1o a solution. For this reason, the program has a special set
of mechanisms to deal with such situations.

For instance, when the program is given the analogy "Il abe changes 1o abd,
what does ayz change tw?, it vsually builds a detailed representation of abe and
xyz s successor proups, and quite reasonably maps one string to the other
accordingly (a4 maps to £, ¢ maps to z, eic). Bul now, when it trics 1o carry out
the transformation for xyz that it fecls is analogous 10 abe becoming abd, it finds
itself blocked. since it is impossible 10 take the suceessor of the letter z (the
Capycat alphabet is non-circular). The program has hit a ‘snag’; the only way to
deal with it is 10 find an allernative representation of the situation.

The program deals with the problem Lrst by raising the temperature. The
iemperature shoots up to its maximul value, This produces a great deal f
randomness at the codelet level. Second, *breaker codelets™ are brought in fur
the CXPIUSS purpose of destroying representations. The result is that many
representations that have been carefully built up are broken down. Al the same
tme, much activation is poured into the concept representing the source of the
m..::_r.I:_n concept Z—and much pereeptual attention is [ocused on the specific z
inside vyz (that s, it becomes very salient and attracts many codelets). This
causes a significant change in the representation-building process the second time
around. To make a fong story shorl, the program is therehy able o come up with
@ completely new representation of the situation, where abe is still perceived as
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4 successor group, bt wyz is re-pereeived as a predecessor group, skrting, [com
= and going backwards. Under this new representation, the o in the Arst string
is mapped o the 2 in the second.

Now il the program attempts o complete its task, it discovers that the
apprapriaie transformation on xpz is 10 take the predecessor of the feftmost letter,
amd it comes up with the insightful answer wyz. (We should stress that the
program, being noadeterministic, does not always or even consisfeatly come up
with this answer. The answer vyd is actually given more often than wyz.) Further
detatls are given by Miichell and Hofstadter (1950},

This process of reperception can be regarded as a stripped-down maodel of a
weientilie revolution” (Kulhn 1970) in a microdomain. According o this view,
when a field of scicnee comes up against a problem it cannot solve, clamor and
confusion result in the ficld, culminating in a *paradigm shill’ where the problem
is viewed in a completely different way. With the aiew worldview, the problems
miy be straightforward. The radical restructuring involved in the above fetter-
string, problem seems quite analogous to this scientific process.

4.7, What Copyear doesn't do

Some have argued that in employing hand-coded mechanisms such as codelets
and the Slipaet, Copycat is guilty of 20-20 hindsight in much the same fashion
as BACON and SME. But there is a large difference: BACON and SME use
fixed represetations, whereas Copycat develops flexible representations using,
fixed perceptual mechanisms. Whercas we have seen that the use of fixed
representations is cognitively implausible, it is clear that human beings al any
given time have a fixed repertoire of mechanisms available o the perceptual
process. One might justifiably ask where these mechanisms, and the corresponding
mechanisms in Copycat, come from, but this would be 4 question about fearning.
Copycat is not intended as a model of tearning: its performance, for instance,
does not improve from one run to the next. [t would be a very interesting further
step 1o incorporate learning processes into Copycat, but at present the progrum
should be taken as 1 model of the perceptual processes in an individual agent at
a parlicular ime.

There are other aspects of human cognition that are not incorporated into
Copycal. For instance, there is nothing in Copyeal that corresponds to the messy
low-level perception that goes on in ahe visual and auditory systems. 16 might
well be argued that just as high-level pereeption exerts a strong influence on and
is intertwined with later cognitive processing, so low-level perception is equally
intertwined with high-level perception. In the end, a complete model of high-
leve! pereeption will have to take fow-level pereeption into account, but for now
the complexity of this task means that key features of the high-level perceptual
processes must be studied in isolation from their low-level base.

The Tubletop program (French and Hofstadter 1991; French 1992) takes a few
steps towards lower-level perception, in (hat it must make analogies between
visual steuctures in o two-dimensional world, although this world is still highly
ideatized. There is also a small amount of rekied work in Al that attempts to
combine perceptual and cognitive processes, It is interesting 10 note that in this
work, microdomains are almost always wsed. Chapman’s “Sonji’  program
(Chapman 1991), for instance, functions in the world of a video game. Suurting
from simple graphical information, it develops representations of the situation
around it and Lakes appropriate action, As in Tabletop, (he input o Sonja’s
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pereeptuat pracesses is a litde more complex than in Copycat, so that these
processes can justitiably be claimed 0 be a model of “intermediate vision' (morg
closely a.:.a_ o the visual modality than Copyeat’s high-level mechanisms, but still
abstracting away from the messy low-level details), although (he representationg
developed are dess sophisticated than Copycat’s, Along similar fines, Shrager
(1990) has mvesigated the central role of perceptual processes in séientifie
thought, and has developed a program that builds up representations ' in the
domain of understanding the operation of a laser, starting from idealized (wo-
dimensional inputs.

. Conclusion

It may sometimes be empting 1o regard pereeption as not truly ‘cognitive’
something that can be walled oft {rom higher processes, allowing researchers 8.
study such processes without getting their hands dirtied by the complexity of
pereeptual processes. But this is almost certainly a mistuke. Cognition is infused
with pereeption. This has been recognized in psycholopy for decades, ard i
:::.51_:_% for longer, but artificial-intelligence rescarch has been slow 1o pay
attention.

Two hundred years ago, Kant provocatively suggested an intimate connection
between concepts and perception. *Concepts without percepts’, he wrote, ‘are
empty: pereepts without concepts are blind’. In this paper we have tried to
demonstrate just how true this statement is, and just how dependent on each
other conceptuad and perceptual processes are in helping people make sense of
their world.

Concepts withowt pereepts are empiy. Research in actificial intelligence has often
tried to madel concepts while ignoring perception. But as we have seen, high-
level pereeptual processes lie at the heart of human cognitive abilities. Cognition
cannot succeed without processes that build up appropriate representations.
Whether one s studying analogy-making. scientific discovery, or some other area
of copaition, it is & mistake to ry to skim off conceptual processes from the
perceptual substrate on which they rest, and with which they are tightly
intermeshed. .

Percepts without concepts are blind. Our perception ol any given situation is
guided by constant top-down influence from the conceptual level, Without this
conceptual influence, the represeatations that result frons such pereeption will be
rigid. inflexible, and unable to adapt to the problems provided by many different
conlexts. The flexibility of human pereeption derives from constant interaction
with the conceptual level. We hope that the model of concept-based perception
that we have described goes some way towards drawing these levels together.

Recognizing the centrality of perceptual processes makes artificial intelligence
more difficult. but it also makes it more interesting. Integrating perceptual
processes into a cognitive modet leads to flexible representations, and flexible
representations lead to fexible actions. This is a fact that has anly recently begun
to permeate artiticial intelligence, through such models as connectionist netwaorks,
classilicr systems, and the architecture presented here. Fuwure advances in the
understanding of cognition and of pereeption are likely (o po hand in hand, for
the two Lypes of process are inextricably interiwined,
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