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PARSER: A Model for Word Segmentation
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Saffran, Newport, and Aslin (1996b) showed that adults were able to segment into words an
artificial language that included no pauses or other prosodic cues for word boundaries. We propose
an account of their results that requires only limited computational abilities and memory capacity. In
this account, parsing emerges as a natural consequence of the on-line attentional processing of the
input, thanks to basic laws of memory and associative learning. Our account was implemented in a
computer program, PARSER. Simulations revealed that PARSER extracted the words of the lan-
guage well before exhausting the material presented to participants in the Saffran et al. experiments.
In addition, PARSER was able to simulate the results obtained under attention-disturbing conditions
(Saffran, Newport, Aslin, Tunick, & Barrueco, 1997) and those collected from 8-month-old infants
(Saffran, Aslin, and Newport, 1996a). Finally, the good performance of PARSER was not limited to
the trisyllabic words used by Saffran et al., but also extended to a language composed of one- to
five-syllable words. © 1998 Academic Press

Perceiving a word as a unit may appear triviaCorrespondingly, English-speaking adults ap-
to literate people, because words are displayegtar to use prosodic cues such as strong an
in isolation in written language. However, lan-weak syllables to parse a continuous acousti
guage acquisition initially proceeds from audisignal into words (Cutler & Butterfield, 1992).
tory input, and linguistic utterances usually conin addition, phonological information may be
sist of sentences Ilnklng several words WithOLﬂe]evantl For instance, the pronunciation of pho_
clear physical boundaries. The question thugemes may differ within and across word
arises: How do infants become able to segmepbyndaries, a phenomenon known as allophoni
a continuous speech stream into words? variation. Each language is also characterizec

Recent psycholinguistic research has identb—y a set of phonotactic regularities, which de-
fied a number of potentially relevant factorsscribe which phonemes and sequence of pho
hemes are likely to appear in different syllabic
I:rr;.gcuoar?;zg?jv\?vifﬁ?r\:\é n;:‘g;ggg?@;?; fs:lzlrllrcﬁgsitions. Experimental studies have shown tha

|{1fants are sensitive to both prosodic and pho-

aries and could therefore be used as cues ndlogical regularities of their native language
segment the speech signal into words. The pro- 9 9 guage,

sodic characteristics of discourse, such as pitsr%lggestmg that. t.h.ese cues may be used QUr|n
and stress, provide such cues. In English, f pnguage acquisition (see Brent & Cartwright,

instance, strong syllables tend to initiate word .996; Christiansen, Allen & Seidenberg, in
press; Jusczyk, 1997; McDonald, 1997).
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are learned inductively from word exposurepreviously isolated. In the following phase, par-
without falling into circular reasoning, with ticipants received a forced choice test in which
word knowledge being simultaneously the prethey had to indicate which of two items sounded
requisite and the consequence of knowledge afore like a word from the artificial language.
statistical regularities. Partial solutions havéne of the items was a word from the artificial
been proposed to avoid circularity, notably idanguage, whereas the other was a new combi
the case of rhythmic cues, which have beenation of three syllables belonging to the lan-
shown to play a role in word segmentation foguage. Participants selected the correct word
native speakers of stressed languages (e.gn 65 or 76% of the trials, depending on
Echols, Crowhurst, & Childers, 1997). If thewhether the alternative item included a permis-
alternation of strong and weak syllables prosible syllable pair. In both cases, participants
vides a guide for segmentation, listeners mugerformed significantly better than would be
only infer whether the stress is word-initial, asexpected by chance.
in English, or falls on another syllable, as in These results suggest that people are able t
some other languages. Arguably, this and othézarn the words composing a language withou
specifications could be learned when words al@ny prosodic cues. However, the participants in
presented in isolation. Also, Brent and Cartthe study of Saffran et al. (1996b) were told
wright (1997) suggested that infants learn thbefore the training session began that the arti
constraints existing for the beginning and théicial language contained words, and they were
end of words from global utterances, assumingsked to figure out where the words began an
that the sequences permissible at word boundnded. The processes used in these conditior
aries are the same as the ones that occur raty be different from those involved in natural
utterance boundaries. However, basing wordnguage acquisition. Two subsequent paper
segmentation on such indirect mechanisms rérom the same laboratory (Saffran, Aslin, &
mains somewhat unsatisfactory. In addition tdlewport, 1996a; Saffran, Newport, Aslin, Tu-
the difficulties inherent in their exploitation, nick, & Barrueco, 1997) partially responded to
prosodic and phonological cues in any casthis objection. In Saffran et al. (1997), the pri-
provide only probabilistic information. mary task of participants was to create an illus-
The importance of prosodic and phonologicalration with a coloring program. They were in-
cues in word discovery is further questioned bjormed that an audiotape that would be playing
recent experimental studies showing that these the background might affect their artistic
cues are not necessary, at least for adults learreativity and that the experiment was aimed al
ing to segment an artificial language (e.g., Safavestigating this influence. They were not told
fran, Newport, & Aslin, 1996b). Because thes¢hat the tape consisted of a language nor tha
studies are the target of the following simulathey would be tested later in any way. In the
tions, we will review them in some detail. Saf-subsequent forced choice test, participants se
fran et al. (1996b) used an artificial languagéected the words in 58.6% of the trials, a score
composed of six trisyllabic words, such asignificantly better than chance. In a seconc
babupuandbupada.The words were presentedexperiment, Saffran et al. (1997) replicated the
in random order and repeated for 21 min. Thegame procedure, but participants colored anc
were read by a speech synthesizer in immedialistened to the 21-min tape during two sessions
succession, without pauses or any other prinstead of one. In these conditions, the mear
sodic cues. Thus participants heard a continuogsore reached 73.1%.
series of syllables without any word boundary All of the results described so far were col-
cues. Note that the lack of pauses and prosodiected from adults. Saffran et al. (1997) also
cues also prevented participants from abstracttudied a group of 6- and 7-year-old children.
ing other statistical regularities relevant for segThe overall performance of children was not
mentation, insofar as this operation would resignificantly different from that of adults. How-
quire at least a few words to have beemver, a more direct indication of the relevance
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of these data with regard to infants acquirindgiypothesized that infants exploited this univer-
their mother tongue was provided by Saffran efal property. In their conception, infants in-
al. (1996a), who reported studies carried ouderred word boundaries from the discovery of
with 8-month-old infants. In order to adapt theroughs in the distribution of the transitional
task to infants, there were only four trysyllabicprobabilities between syllables.
words, and the duration of the familiarization As the authors themselves noted, however
phase was reduced to 2 min. The infants wethis task represents “a computational endeavo
subsequently tested with the familiarizationof considerable complexity” (Saffran et al.,
preference procedure of Jusczyk and Aslin996b, p. 610). In the remainder of this paper,
(1995), in which infants controlled the exposureve argue that participants succeeded in the sec
duration of the stimuli by their visual fixation on mentation task without computing transitional
a light. The infants showed longer fixation (angrobabilities. We argue that parsing linguistic
hence listening) times for nonwords than foinput into meaningful units becomes fairly sim-
words, an effect the authors attributed to nowple when, instead of thinking about the problem
elty preference. The mean difference betweess a statistician, one considers how it can be
words and nonwords, although relatively smakolved by the human processing system. Start
(approximately 850 ms over a total exposureng from the view that parsing an unknown
time of about 8 s) was statistically significantlanguage represents an instance of implicit
demonstrating that infants were sensitive ttearning, we use an approach that has evolve
word structure after a brief exposure to an artiprimarily in the implicit learning area (e.g., Per-
ficial language. ruchet & Vinter, 1998; Perruchet, Vinter, &
Overall, the studies conducted by Saffran anGallego, 1997; Vinter & Perruchet, 1997; see
co-workers offer impressive support for the hyalso Perruchet & Pacteau, 1990, for a first draft
pothesis that people are able to segment a coof our account). We first outline the principles
tinuous speech stream without any prosodic amderlying our approach to parsing and the lin-
phonological cues for word boundaries. That isaments of PARSER, a computer model imple-
not to say that these cues are not exploited fonenting these principles. Then we present foul
word segmentation. However, as pointed owimulations. The first three simulations concern
earlier, exploiting the statistical regularities asthe data reported by Saffran et al. (19964,
sociated with the word-level organization of thel996b, 1997), and the fourth tests the effect of
language logically implies prior knowledge ofsome procedural variations on the efficiency of
at least some words, and hence could not FRARSER.
construed as the single or primitive solution to
the word segmentation issue. The phenomenon A NEW ACCOUNT OF PARSING
described by Saffran and co-workers may allow Let us start with a common observation.
formation of an initial knowledge base fromWhen people are faced with material composec
which these regularities can be subsequenttf a succession of elements, each of thern
inferred and exploited. The mechanisms undematching some of the people’s processing prim-
lying the intriguing ability revealed in theseitives, they segment this material into small and
studies remain to be determined. disjunctive parts comprising a few primitives.
Saffran et al. (1996b) pointed out that theAs adults, we have direct evidence of the phe-
only cues available to participants were the disiomenon. For instance, when asked to rea
tributional statistics of subunits. More preciselynonsense consonant strings, we read the matt
analysis of the structure of any languagesial not on a regular rhythmic, letter-by-letter
whether natural or artificial, shows that the corbasis, but rather by chunking a few letters to-
relations between contiguous syllable pairs begether. In a more experimental vein, when
longing to a word is stronger, on average, thaadults are asked to write down this kind of
the correlations between contiguous syllablesaterial, they frequently reproduce the strings
which straddle word boundaries. The authoras separate groups of two, three, or four letter:
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(Servan-Schreiber & Anderson, 1990). Theerceived within one attentional focus as a
same phenomenon may occur when a listeneréensequence of their experienced spatial ol
faced with an unknown spoken language, wittemporal proximity become the constituents
the syllables forming the subjective processingf one new representational unit. The future of
primitives instead of the lettefsChunking, we this representational unit, we posit, depends or
contend, is a ubiquitous phenomenon, due to thibiquitous laws of associative learning and
intrinsic constraints of attentional processingmemory. If the association between the primi-
with each chunk corresponding to one attertives which form a percept is not repeated, the
tional focus (for a theoretical justification of thisinternal representation created by this percep
principle, see Perruchet & Gallego, 1997).  rapidly vanishes, as a consequence of both na

It could be argued that taking this phenomenonral decay and interference with the processing
as a starting point is like taking what we intend t@f similar material. However, if the same per-
explain as a premise. The argument is correct itept reoccurs, the internal representation is pro
the sense that we do not attempt to account fgressively strengthened. The second principle
initial chunking other than through its dependencis that internal representations guide percep
on the properties of attentional processing. Howtion. Perception involves an active coding of the
ever, what remains to be explained is how tha&coming information constrained by the per-
chunks turn out to match the words of the laneeiver’'s knowledge. Because this knowledge
guage. Indeed, initial segmentation is assumed ¢anges with increased experience in a domair
depend on a large variety of factors. Some factogerception, and notably the composition and the
are linked to the participants, such as their pricsize of the perceived chunks, itself evolves.
experience with another language and their staf€his view, which contrasts with the claim that
of attention and vigilance. Other factors are linkegherception is driven by a fixed repertoire of
to the situation, such as the signal/noise ratio, therimitive features, has been cogently docu-
time parameters of the speech signal, and tmeented by Schyns, Goldstone, and Thibaut.
relative perceptual saliency of the components df998; see also Goldstone, Schyns, & Medin,
the signal. The mixture of these factors is vert997). The resulting picture is that perception
likely to make the initial chunks different in lengthbuilds the internal representations which, in
and content from the words of the language. turn, guide further perception.

Our proposal is that correct parsing emerges The relevance of these general principles be
as a direct consequence of the organization ebmes clear when they are considered jointly with
the cognitive system. For convenience, this ol property inherent to any language. If the speecl
ganization may be characterized by the intessignal is segmented into small parts on a randon
play of two interrelated principles. The firstbasis, these parts have more chance of being re
principle stipulates that perception shapes irpeated later if they match a word, or a part of a
ternal representations. With regard to our corword, than if they straddle word boundaries.
cern, this means that the primitives that are How does the system work? We saw that per-

ception naturally segments the material into dis-

1The choice of syllables as a natural unit of speecfunctive parts. This phenomenon provides the sys
processing is controversial. However, considerable eviem with a sample of potential units, some of them
dence exists to support this postulate (e.g., Finney, Protpajayant to the structure of the language and oth
papas, & Eimas, 1996; see review in Eimas, 1997; Jusczyk . .
1997). Of special relevance here is that infants are able %’I’S, presumably most, irrelevant. Accordlng tothe

chunk speech samples into syllables and to represent thd¥st principle described above, an internal repre-
syllables for at least short time intervals (e.g., Jusczyksentation which matches a percept is reinforced ir
Kennedy, & Jusczyk, 1995). The choice of syllables waghe system if the percept occurs repeatedly. Givel
also motivated by our wish to achieve the best possible ffhe above-mentioned property of Ianguage thic
with the Saffran et al. studies. However, this choice is not . . el

essential for the model, insofar as the same line of reasoniﬁHeanS, that Iastlng internal representations ar
could apply with phonemic-level representations as inpufiore likely to match a word or part of a word than

for instance. a between-word segment. The relevant units, ir
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this sketch, emerge through a natural selectioang systems—essentially that repeated percept
process, because forgetting and interference leabdape new lasting representations, which are i
the human processing system to select the reirn able to guide perception. To our knowl-
peated parts among all of the parts generated byge, this fairly simple solution to the parsing
the initial, presumably mostly irrelevant, chunkingssue has not yet been evaluated.
of the material. The second principle ensures the
convergence of the process toward an optimal PARSER: A COMPUTER MODEL
parsing solution. The fact that perception is guided PARSER is intended to show that our ac-
allows the system to build representations afount of how words are extracted from contin-
words whose components could hardly be petous speech works as we anticipate when im
ceived in one attentional focus if perception werplemented in a computer simulation.
driven only by the initial primitives of the lan-
guage. Also, once internal representations provid "€ Model
ing an appropriate coding of the input have been PARSER is centered around a single vector.
built, an endless generation of new irrelevant pecalled percept shaper (PS). PS is composed c
cepts is avoided. the internal representations of the displayed ma
The components of our account, when considerial and may be thought of as a memory store
ered individually, are far from new. This observaor a mental lexicon. A weight, which reflects the
tion obviously holds for the property of the lan-person’s familiarity with the item, is assigned to
guage on which this account relies. It also holdsach element in PS. At the start of the familiar-
for the psychological principles involved. Weization session, PS contains only the primitives
have recourse to no new and specialized learnimgeded for processing the material (i.e., a few
devices. For instance, the unitization of elementyllables). At the end, it should contain, in ad-
due to their processing within the same attentiondition, all the words and legal clauses (i.e., units
focus is one of the basic tenets of associativeombining a few words) of the language. Dur-
learning (e.g., Mackintosh, 1975). Likewise, théng the shaping process, PS may contain a mix
laws of forgetting and the effects of repetition aréure of words and legal clauses, part-words
ubiquitous phenomena in memory. Moreover, thge.g., two syllables out of a three-syllable word),
mutual dependence of perception and internal rephd nonwords (e.g., the last syllable of one
resentations, which is the cornerstone of our agvord with the first syllable of another word).
count, is in line with a developmental principle The way the words are built in PS during
initially described by Piaget's concepts of assimtraining is described in the flowchart in Fig. 1.
ilation and accommodation (e.g., Piaget, 1985)et us consider how the flowchart works for
Most current theories of development, althougiSimulation 1 of Study 1 reported below, which
they use different terminology, also rely on theconcerns the Saffran et al. (1996b) studies. Si»
constructive interplay between assimilation-likarisyllabic words,babupu, bupada, dutaba, pa-
and accommodation-like processes (e.g. Cagabi, pidabu,and tutibu, were repeated in ran-
1993; Fischer & Granott, 1995; Karmiloff-Smith,dom order. For Simulation 1, the sequence be
1992). Our objective is to show that the segmemgan with:tutibudutabatutibupatu. . The string
tation into words of a continuous speech streamas first segmented into small and disjunctive
can be explained within a general view of humaparts. In PARSER, the multiple determinants of
information processing. this initial parsing were simulated by a random
To summarize, we propose that parsing regenerator, which selected the size of the nex
sults from the interaction between one propertgercept within a range of 1 to 3 units (Fig. 1,
of the language—essentially that the probabiktep a). For Simulation 1, the random generato
ity of repeatedly selecting the same group ofrovided 2, 3, 2, 3, and 1 in the first five trials.
syllables by chance is higher if these syllablebn consequence, the first percepts weud,
form intra-word rather than between-wordsduduta, batu, tibupaandtu. Because none of
components—and the properties of the procesthe first four percepts was present in PS (step b)
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Select randomly the

@ | size of the next percept | g Forgetting
(1,2, or 3 shaping units) and interference
(all units of the Percept Shaper)
2o0r3 1
Add weight
—> to this unit
b e
Does this percept Add weight
match with a unit below the to this unit
Shaping threshold? YES and to its 2 or 3 components
c d
Create this percept Assign a weight

to the new unit

as a new unit
S ew and add weight to its 2 or 3 components

FIG. 1. Operations performed by PARSER at each time step.

they were created as new units (step ¢) and In this early phase, perception was driven by
assigned a weight (step d). Also, the weights dhe initial primitives of the system, namely the
the componentstu, ti, bu, and so on, were syllables. However, the psychological principles
incremented. The fifth percepty, matched a implemented by the model stipulate that a repre-
primitive and hence was already represented gentation created during learning may become
PS. Its weight was also incremented (step f).able to guide perception, as the initial primitives
At each time step (a time step is defined byere. The condition for an element of PS to shape
the processing of a new percept, that is, by orgerception is that its weight is at least equal to a
cycle in the flowchart in Fig. 1), the units form-threshold value. In contrast, when the frequency
ing PS are affected by forgetting and retroactivef perceiving a given element is not high enough
interference (Fig. 1, step g). Forgetting is simto counteract the effects of forgetting and interfer-
ulated by decreasing all the units by a fixeénce, this element is removed from PS when its
value. Interference is simulated by decreasingeight becomes null.
the weights of the units in which any of the In the reported simulations, the starting weight
syllables involved in the currently processedjiven to any created unit, was set to 1. The prim-
unit are embedded. In the case described heitives that formed PS before training were also
interference occurred for the first time whileassigned a weight of 1. The increment received by
batu was perceived. Indeedu was already an old unit in PS when this unit serves to shape
present in two old units in PSu andtuti. In  perception, was set to 0.5. The decrements due t
consequence, the weights tbf and tuti were forgetting and interference were set to 0.05 anc
decremented whebatu was perceived (in ad- 0.005, respectively (except in Study 3). The last
dition to the decrement due to forgetting). parameter, namely the threshold above which
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TABLE 1

Changes in Constituents of PS during One Time Step

Processing components
(add weight, interference)

Initial Final

weights Creation ba bupa da Forgetting weights
bu 3.50 —.005 —.05 3.445
pa 3.10 —.005 - .05 3.045
ba 2.55 +.5 - .05 3
du 2.50 —.05 2.45
ta 2.50 - .05 245
tu 2.45 — .05 2.40
da 2.40 +.5 —.05 2.85
bi 1.70 - .05 1.65
bupa 1.58 +.5 - .05 2.03
pu 1 - .05 0.95
puduta 1 - .05 0.95
babupada — 1 1

Note.In this example, the changes are due to the perceptidralbfipadawhenba, bupa,andda are existing units of
the system.

unit is able to shape perception, was set to ystem works quantitatively. Table 1 shows the
Although the absolute values of these parametersntent of PS and the weight of each unit (col-
were arbitrary, their relations, which were the onlyymns 1 and 2) after the processing of 44 sylla-
relevant aspects for the model, exhibit at leadtles (PS also included two primitives with their
rough behavioral likelihood. For instance, the painitial weights, and units with a weight lower
rameters were set in such a way that a unit, whehan 1, which are not reproduced here). The
just created in PS, is only able to shape the ingontinuation of the sequence wadsabup-
mediately subsequent percept. Indeed, its initi@dapida... The random generator (Fig. 1, step a)
weight (1) is quickly decreased due to forgettingletermining the number of units embedded in
(0.05), and it therefore no longer meets the thresthe next percept provided a value of 3. Percep
old value for shaping perception (1). If this unit istion was shaped by the three urits, bupaand
not perceived again within the next 20 (1/0.05)a? Becauséabupadadid not match a unit the
percepts, its weight becomes null and it will be

eliminated from PS (note that interference may , _ _

. . . Note thatbupaguided perception at the expensebof
speed th? process). A.umt that has gamed aWelgm:is is because PARSER selects the longest unit wher
of 3, for instance, which means that it has beegyeral candidates are possible. Other options would hav
perceived from 4 to 10 times or more (each neween possible, such as selecting the most highly weighte
percept invoIving this unit is accompanied by ainit or drawing randomly among the candidates. We ran
gain of 0.5, but the effects of forgetting and interpilot simulations implementing those options. Ove_rall, they
ference are unpredictable. because they de endtended to perfqrm worse than the model descrlbgd here

p ! ) Yy . p ﬁ{ﬂough selecting the longest units is consonant with CO-
the number and the nature of the intervening pefrorT (Marslen-wilson & Welsh, 1978), our choice entails
cepts), will lose its ability to shape new percepto adhesion to this specific model of spoken word recog-
within 40 time steps and will disappear from pPSition. Indeed, models of word recognition such as CO-

within 20 further time steps (again when interferHORT. TRACE (McClelland & Eiman, 1986), or SHORT-
e LIST (Norris, 1994) address the question of how speech is
ence is ignored).

segmented by adult listeners who have an internal lexicon
Let us return now to the performances Obrhe issue addressed by PARSER is quite different, insofal
served in Simulation 1 to examine how thess it concerns thereationof the lexicon.
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TABLE 2 also omitted. Reporting these primitives should

Composition of PS Corresponding To What Is Referre@e_ U.n.mformauve: becal_Jse: b_y construction, the
To Hereafter as théoose Criterioft for Simulation 1 of primitives were maintained in PS in order to
Study 1 allow the processing of new words that could be
introduced during the course of training (this

unit Weight possibility will not be exploited in the reported
pidabu 2157 simulations).
dutaba 21.10 Table 2 shows the content of PS after pro-
babupu 17.39 cessing 1347 syllables. The six words of the
bupada 16.39 language were now in PS and were assigned th
:)u;gl;i 11‘;'_3% highest weights. However, PS also included &
bu 13.68 few items that were not words or legal clauses,
tu 5.74 such asbu. In the following simulations, this
tuti 4.87 state of PS defines what will be referred to as
pa _ 1.88 the loose criterion.
tutibupatubi 1

Table 3 presents the state of PS at a still late
2 All the words of the language are in the highest part obtage of learning, after processing 2730 sylla-
PS, but PS also contains illegal units. bles. The six elements with the strongest
weights were the six words forming the lan-
guage, as before, but in addition all the remain-
ing items were now legal clauses (all the prim-
weight of which was below the shaping threshitives are assigned a weight of 1). Hereafter, this
old (step b), this percept was created as a unit flate of PS defines thstrict criterion. With
PS (step c) and assigned a weight of 1 (step gontinued practice, the state of PS does no
see Table 1, column 3). In addition, the compochange further in any significant way. Because
nents formingoabupadareceived an additional the perception is entirely shaped by internal
weight of 0.5 (Table 1, columns 4, 5, and 6)yepresentations, the weight of individual words
Note thatbupa was incremented, in keepingcontinues to increase. New legal clauses ar
with the fact that it was an autonomous compogisg continuously created, then quickly forgot-
nent of the percepbabupadabut not its prim- e The clauses are short-lived because all th

itive partsbu and pa, that did not share this y,ssiple successions of words were allowed
status. On the contrarpupainterfered withbu

and pa and, in consequence, the weights of

these units were decremented by .005. Finally, TABLE 3

a." the units in P.S Wer.e decremented by 0.05 to Composition of PS Corresponding To What Is Referred
simulate forgett'ng (F'g' 1, step g; see Table lI7o Hereafter as thé&trict Criteriorf* for Simulation 1 of
column 7). The rightmost column of Table 1siudy 1

displays the state of PS afteabupadahas been

processed. Unit Weight

o dutaba 48.53

The Performance Criteria bupada 42.78

. o . babupu 39.09

In order to introduce the criteria of learning pidabu 37.58

used in the simulations, consider now the con- tutibu 37.24

tent of PS at later stages of learning. In Tables Pa_tgbi o 36.65

2 an h ni nabl h r ion tutibupatubi 1.16
and 3, the units unable to shape perceptio bupadapidabu 1

(i.e., with weights lower than 1) are not re-
ported. The prlmlt!vgs_ \_’Vhose. WEIth was un- aaji the words of the language are in the highest part of
changed from their initial weight (i.e., 1) arepPs, and the residual units are legal clauses.
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thus making clauses uninformative about thparticipants had reached the first criterion, anc
structure of the language. If the generated s&@2% had reached the second criterion. Thes:
guence had followed syntactic rules preventingesults make further comparisons with perfor-
some possible successions, PARSER may haw&nce in the forced-choice test used by Saffrar
tended to select and strengthen syntacticallt al. (1996b), in which participants heard a pair

correct utterances. of items including one word and one nonword
on each trial, pointless. Indeed, simulated par-
QUANTITATIVE STUDIES ticipants would outperform their actual counter-

parts, whatever the algorithm used to translate

Study 1 word knowledge into a performance level on the

Let us first present the results of the studjorced-choice test.
used in the above illustration. The situation un- Beyond demonstrating the striking power of
der scrutiny was designed by Saffran et athe principles underpinning PARSER, this first
(1996b), Exp. 1). Recall that six trisyllabicstudy revealed a point that is worthy of com-
words fabupu, bupada, dutaba, patubi, pi-ment. The interest of PARSER, in our view, is
dabu,andtutibu) were read in random order bythat it accounts for a seemingly complex behav-
a speech synthesizer. The participants heardia by relying on general psychological princi-
continuous series of 4536 syllables without anples rather than specific computational abilities.
word boundary cues. The series of syllableslowever, this interest could fade if, despite its
presented to PARSER was obtained by concatommitment to these principles, PARSER re-
enating the trisyllabic words in random ordergquired a memory capacity exceeding that which
the only restriction being that the same wor@¢an be reasonably attributed to a human. Tc
was not repeated twice in immediate succesddress the point, we considered the number o
sion. The other random parameter of the modeinits that were simultaneously present in PS
was the number of primitives forming a givenAcross all the simulations and the steps of learn-
unit (from 1 to 3). Because of the stochastiéng, the maximum number of units able to shape
nature of the program, 100 simulations were ruperception in PS was 20. If one excludes the
for this and all the studies reported in this papegne-syllable units, this value falls to 9 units. If
with the random parameters differing for eaclone considers, in addition, that several units are
simulation. The results were processed as thpartially redundant (such amdaandbupady,
results of 100 individual participants. The fixedsuch an amount appears fairly limited, quite
parameters were set as mentioned above. compatible with the amount of information that

The loose criterion was reached after proceshuman participants may have available in mem:-
ing a mean of 2064 syllables, with a range obry after a few minutes of practice with this
735 to 4479 syllables. As mentioned above, thiend of material.
loose criterion is defined by the fact that the six However, PARSER failed to reproduce one
words are formed in PS and have the highesispect of the empirical data. Saffran et al.
weights. However, PS also included other itemgl996b) examined whether performances dif-
at this stage, and notably part-words. The sefered as a function of the words. The words
ond, more stringent criterion, is defined by thaliffered depending on the strengths of the tran-
fact that the only residual items in PS are legaditional probabilities between their syllables.
clauses, that is, strings composed of a fewWhe authors reasoned that if participants’ per-
words. The strict criterion was reached afteformance was based on the computation of tran
processing a mean of 3837 syllables, with aitional probabilities, the words with the higher
range of 1380 to 8796 syllables. These valudsansitional probabilities would be learned bet-
should be compared with 4536, which is theer than the words with the lower transitional
actual number of syllables read in the familiarprobabilities. When splitting the six words into
ization session of the Saffran et al. (1996bjwo sets according to this criterion, Saffran et al.
experiment. By this time, all of our simulatedindeed observed that the words with the highel
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mean transitional probabilitiesltaba, pidabu, reveals a more general deficiency, which is
andtutibu, from 1 to .75) led to better perfor- PARSER'’s inability to take into account a num-
mance than the other wordbabupu, bupada, ber of statistical regularities that may be
and patubi, from .50 to .37). The mean scoresabtracted from a language. We will return to
were 79 and 72% correct responses, a differentieis point in the General Discussion.
that turned out to be significant. We examined Apart from this point, the results of Study 1
whether our study reproduced the same resutirovided strong support for the validity of the
To this end, the weight of the words after arprinciples underpinning PARSER. The model
arbitrary amount of training (9000 syllables)appears able to parse an unknown languag
served as an index of learning. In accordandato words after relatively little practice,
with Saffran et al.’s hypothesis, the word withwhile relying on quite elementary processes
the highest transitional probabilityd(taba, and limited memory capacities. In the two fol-
with a mean transitional probability of 1) ob-lowing studies, we explore whether PARSER
tained, over the 100 simulations, a score signifs able to account for the other data reported by
icantly better than the mean score for the otheé3affran et al.
five words € (1,99) = 22.45,p < .0001).
However, the scores for the other words wergtudy 2
unrelated to their mean transitional probabili- In the Saffran et al. (1997) studies, the lan-
ties, and the contrast between the two sets gfiage was presented to participants while theil
three words as computed by Saffran et al. wazimary task was to create an illustration with a
not significant £ < 1). coloring program. In the subsequent forced
The two words that were the more difficult tochoice test, they selected the words over the
isolate for PARSER wergidabu and tutibu. nonwords significantly more often than would
Noteworthy, these words endlu, which isthe be expected by chance. On the one hand, th
most frequent syllable in the language. Thigbservation of learning in these incidental con-
feature is a priori detrimental to the perfor-ditions appears consonant with our view of
mance of the model, and we obtained direqtarsing as a by-product of the on-line process:
confirmation of this contention. For instancejng of the items, without any superimposed
pairwise comparisons on simulated data reanalysis or computation. On the other, the task
vealed thapatubiwas learned significantly bet- used by Saffran et al. (1997) was not only
ter thantutibu. However, this relation was re- devised to prevent intentional analysis of the
versed when the last syllable of these two wordsaterial; it was also intended to focus partici-
were inverted, the remainder of the materigbant’s attention away from the material. Our
being unchangedtutibi was then learned sig- account, however, relies heavily on the proper-
nificantly better tharpatubu.The point is that ties ofattentionalprocessing. How can the pos-
the detrimental effect of the high frequency okibility of learning in this context be encom-
bu on model's performance may have beepassed within our account? Two remarks neec
masked in human participants, due to the intrdo be made.
duction of another effect. One may speculate Firstly, the score observed under incidental
thatbu, because of its repetition, becomes perconditions, although better than chance, was
ceptually salient and serves as a natural anchiower than the score obtained under full atten-
to parse the language into subunits. Supposien. Given that the material and the procedure
that a salient syllable tends to provoke the endere identical with that of Saffran et al.
of a percept: this would lead to participant1996b), except for the incidental learning con-
performing better withpidabu and tutibu, in  dition, a direct comparison is possible. It ap-
which buis at the end of the words, than withpears that, with the same amount of training
babupuandbupada,which is the finding actu- (one 21-min session), incidental conditions lead
ally observed by Saffran et al. (1996b). Theo 58.6% correct responding, whereas inten-
failure of PARSER to reproduce such an effedional conditions lead to 76%. A score of 58.6%
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correct is surprisingly easy to achieve. In thevas skipped, so that the chance of beginning th
Saffran et al. (1997) studies, participants werpext block at the beginning of a word was
tested with 36 pairs of items, with each of theandom, irrespective of the fact that the last
six words being paired with each of the sixpercept of the prior block matched a word. The
nonwords. Suppose that participants knew onlycores in the forced choice test were simulatec
one of the six words. This should lead to thenthrough a simple model. For each test trial, the
correctly choosing the word over the nonworgrogram selected the word over the nonword if
for 6 out of the 36 pairs, and to random rethe word was one individuated item in PS, pro-
sponses for the 30 remaining pairs. This meangded this item had a weight greater than 1 (that
that the final mean score would be 21630/2) s, if the unit was able to guide perception
correct responses out of 36, thus giving 58.33%uring the training phase). If the word was not
correct responses. This value is hardly lowgp, ps (or only as a component of a larger unit,
than the percentage above reported. or with a weight lower than 1), the choice was
Secondly, the manipulation of attention deyzndom.

vised by Saffran et al. (1997) was not stringent, |, Experiment 1 of Saffran et al. (1997),

to say the Ieast: Participants were informed t_h rticipants were presented with 1800 words
the message displayed by the audiotape might,ing the familiarization phase and were then
affect their artistic creativity and that the eXPeliasted with 36 pairs of items (each of the six
iment was aimed at investigating this influenceWords was paired with each of the six non-
They werenot instructed to ignore this source,Words)_ The mean scores were 21.1 for adults

and it is highly plausible that participantsand 21.3 for children, where chance is 18.

shifted attention toward the auditory message ?JARSER provided a comparable score (21.34
least for some time within the 21-min sessions, L

. . While actually processing only 3% of the train-
These observations led us to.hypoth_esuze thlantg material. The individual scored(= 100)
the reduced amount of attention paid to the

- anged from 13 to 31. These values are close t
language was sufficient to account for the mod-

erate level of performance reported in Saffran € actual data (aS.ShOW’.‘ n Saffrap et aI.,.1997
al. (1997). In order to obtain a more quantitativ ig. 1), although dispersion was slightly higher

evaluation of this hypothesis, Study 2 was de simulated than in actual performance. In Saf-

vised to estimate the proportion of items td‘ran et al’'s Experiment 2, participants were

which participants needed to attend to perforiresented with two sessions of 1800 words an
at the observed level. were then tested as in Experiment 1. The meat

To this end, only a fraction of the whole Scores were 26.3 for adults and 24.6 for chil-

sequence of syllables was processed. In addlrén- PARSER provided mean scores of 25.€
tion, a procedure was designed to simulate tr&"d 27.02 with 4 and 5% of the material pro-
attentional shifts of the participants. This pro£essed, respectively. Ranges of individual datz
cedure was needed because it is a priori easténded again to slightly exceed the observec
for PARSER to process, say, a continuous ruf@nges. Thus, PARSER was able to simulate the
of 100 syllables than 10 times 10 syllables exactual mean scores while processing only &
tracted randomly from a larger sample. Théagmentary part (about 3-5%) of the sequenc
reason is that, in PARSER, correct coding of &resented to participants. This finding supports
word provides a starting point for the next perthe idea that above chance performance in the
cept that matches the beginning of the nestdcidental learning situation used by Saffran et
word. This advantage is lost if attention is redl. is compatible with a framework grounded on
oriented toward the language at random mdhe properties of attentional mechanisms. More
ments after a shift toward the coloring task. T@enerally, it suggests that continuous attentior
take account of this point, the syllables wer¢o the speech in standard training conditions
processed, in Study 2, in blocks of five perceptsnay be unnecessary, a conclusion that make
After each block, a random number of syllablesur account even more plausible.
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Study 3 residual items in PS are legal clauses, that is

. . i . This criterion
The two prior studies used very same mates_trlngs composed of a few words. This criterio

. o : .~was reached after processing a mean of 118
rials, a set of six trisyllabic words. In the|rS lables. with a ranae of 156 to 4908 svilables
experiments with 8-month-old infants, Saffran Y ' 9 y )

. : Although these values correspond to a fairly
et al. (1996a) used only four trisyllabic Words1ifmited exposure to the material, they neverthe-

For instance, the words used in one condition ‘?ess exceed the actual practice received by in

their Expe_riment 2 werpabiku, tibudo, golatu, fants. Indeed, infants were exposed to only 45
and daropi. Although the words changed S %ccurrences of each of the four trisyllabic

function of groups and experiments, this is 'rWords, that is, to 540 syllables.

relevant for our purposes because all the sylla- In a second step, we examined the perfor-

bles are equivalent for PARSER. However, i%ance of PARSER when only 540 syllables
each case, and in contrast with the stimuli us ere processed, in a way that may be easily
in Studies 1 and 2, each syllable occurred onlyg5161 16 infants’ performance. In the Saffran et
once in the four words presented to any give; (19964) experiments, the infants were pre-
participant. Study 3 examined to what extenfenieq \with four items during the test. Two
PARSER is able to parse this type of materialiems were words in the language, whereas th
Unexpectedly, PARSER, when run with the,q gther items were nonwords. In Experiment
same parameters as in the prior studies, tendgdie nonwords were random three-syllable se
to perform worse with four words than with SiXquences of the syllables heard during the famil-
words, at least when performance was evaluaigdization phase. In Experiment 2, the nonwords
by the criteria used above. It turned out that PSyere three-syllable sequences that the infant
even after extensive training, included a numbefaq heard during the familiarization phase, but
of legal clauses (i.e., concatenations of a feyat crossed the word boundaries. For instance
words) with strong weights, which preventedq, the participants who perceivegabiku,
the program from reaching even the loose Criipydo, golatu,and daropi during familiariza-
terion. The source of this difficulty was easy tqjon, the test items werpabiku, tibudo, tudaro,
detect: decreasing the number of words ingng pigola. Each item was repeated, and the
creased the probability of occurrence of anyhfants controlled their listening duration. Non-
sequence of two or three words. As a consgyords elicited longer listening times than
quence, legal clauses were progressivelyords. Of course, we have no available model
strengthened. In order to prevent this phenonyf performance for simulating the listening du-
enon, the following simulations were run aftefation of infants; however, examining whether
the forgetting rate was slightly increased, fromhe word items are more often in PS than the
0.05 to 0.08. Note that this change is consonaRbnword items provides a clue about the ability
with the common belief about the limited effi-of PARSER to account for infants’ behavior.
ciency of infant memory with regard to adults Qver the 100 simulations, 52 had the two words
(although it was not initially motivated by this involved in the test in PS (with a weight greater
consideration). than 1), and 93 had at least one of the two word:
In a first step, we ran a set of simulations irafter processing 540 syllables. These values fell tc
order to examine when the criteria used abovgs and 65, respectively, if one considered only the
were reached. The loose criterion was definefdur items in PS that had the strongest weights
by the fact that the four words are formed in P€onsidering only the most highly weighted item
and have the highest weights. This criterion waig PS, there were still 23 simulations for which
meet after processing a mean of 1077 syllablethis item matched one of the two words displayed
with a range of 90 to 4908 syllables. As meneduring the test. In contrast, the nonword items
tioned above, PS at this stage also includespanning word boundaries that were used in the
other items, and notably part-words. The stridiest phase of Experiment 2 (the nonword items
criterion was defined by the fact that the onlyused in Experiment 1 could not be in PS, becaus
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they were composed of syllables which wersons with the results obtained with three-sylla-
never seen in immediate succession) were nevale words make little sense because the precis
found in PS, even when no limiting conditions orvalues may depend on the composition of the
the weights were imposed. These findings allomaterial and on the choice of program parame:
only indirect conclusions, due to the arbitrarinesters. However, given that the values obtainec
of translating a weight in PS into a listening duhere are lower than the values collected in Study
ration. However, they show that after processing with three-syllable words, a conservative con-
the same number of syllables as the infantgjusion is that using words of different lengths
PARSER had extracted a high proportion of thbas no detrimental effect on the performance of
words and none of the nonwords used during tHeARSER.
test, even when the sequences forming the non-
words were displayed during familiarization. The GENERAL DISCUSSION
contrast between words and nonwords persistedThe studies conducted by Saffran and co-
even if the analysis was restricted to the mostorkers (1996a, b, 1997) revealed that people
highly weighted item in PS. were able to parse an artificial language into
words even though the language was displaye
Study 4 without any physical word boundaries or other
All the experiments published to date by Safprosodic cues. This performance, according tc
fran and co-workers used trisyllabic words. Thishe authors, implies that people draw an infer-
feature induced a regularity that may havence about the location of word boundaries,
helped participants to parse the sequence inbased on the fact that transitional probabilities
words. PARSER is obviously unable to draware higher for word-internal than for word-ex-
information from this regularity. However, it ternal pairs of syllables. We propose here a
may be argued that its parameters, and notaldyrikingly different interpretation. Our account
the fact that each attentional span is fixed tassumes that the material is mandatorily per-
between one and three primitives, makes theeived as a succession of small and disjunctive
task of discovering three-syllable words espeshunks composed of a few primitives. This
cially easy. By the same token, the associatiorcharacteristic is thought to be inherent in the
based, incremental mode of word building mawttentional processing of ongoing information.
suggest that short words would remain undete®hen a chunk is repeatedly perceived, its com-
ted. In order to address this issue, we ran a lagbnents are associated and form a new repre
set of simulations with words of varied lengthsentational unit as an automatic by-product of
The words displayed during the training phasthe joint attentional processing of the compo-
were bu, bapa, dutabu, patubi, pidabupand nents. The units of the language initially emerge
tutibudaba.These words included the same sylthanks to a sort of natural selection process
lables as those used by Saffran et al. (1996Bmong all the units that are created, only those
1997), but in such a way that the length ofmatching the words (or parts of words) are
words went from one to five syllables. It shouldsufficiently repeated to resist forgetting and in-
also be noted that the one-syllable wotl)( terference. These initial representational units ir
was the most frequent syllable of the languagé,rn become able to guide perception and tc
a feature that a priori increased the difficulty oenter as components of other percepts, and thi
the parsing task. process continues recursively. This ensures the
The simulations were run with the same pathe system converges rapidly toward the words
rameters as for Studies 1 and 2. The loose These principles were implemented in PARSER
criterion was reached after processing a mean if order to assess their explanatory power. A
1910 syllables, with a range of 613 to 478Zomparison of our results with those of Saffran
syllables. The strict criterion was reached aftest al. showed that PARSER, as a rule, learns &
processing a mean of 3338 syllables, with &ast as well as human participants. In Study 1
range of 1184 to 8538 syllables. Fine compariPARSER extracted the words without any er-
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rors before the end of the training session existed over years. Are the principles underlying
perienced by the participants in Saffran et aPARSER general enough to be easily applied tc
(1996b). Study 2 showed that PARSER wasuch different complexity and timing scales?
able to simulate the performance of peopl©ther differences between the material used b
trained under incidental conditions (Saffran eBaffran and co-workers and the natural lan-
al., 1997) after processing only 3 to 5% of theguage were introduced to meet the requiremen
material. Study 3 demonstrated that infantsdf authors’ research strategy. In natural acqui-
performance reported in Saffran et al. (1996aition, children are exposed to short utterance:
could be reproduced even if one considers ongeparated by clear pauses, including variation:
a very few items among the most highlyin pitch and stress. In addition, any natural
weighted items learned by PARSER. Thusanguage contains a number of phonotactic reg
PARSER provided a good overall match wittularities. Recent psycholinguistic research ha:s
the performance observed in the Saffran et ajiven evidence that these features may be use
experiments. Where the simulations exceed has cues for word boundaries during language
man performance, the addition of some noise acquisition (see Brent & Cartwright, 1996;
different steps of the model would appear to b€hristiansen, Allen, & Seidenberg, in press;
an obvious remedy.Finally, Study 4 showed Jusczyk, 1997; McDonald, 1997). All of these
that the good performance of PARSER was ndeatures were removed from the situation of
limited to the three-syllable words used in all ofSaffran et al. Hence, the present version of
the Saffran et al. studies, but also extended toRARSER says nothing about these aspects. W
language composed of one- to five-syllablenust address the way in which the multiple cues
words. are integrated to guide speech segmentation |
Thus, PARSER proved to be able to segmente wish to propose PARSER as a kernel of a
linguistic materials identical or similar to thoserealistic model of language acquisition. These
used in the Saffran et al. experiments, withoutifferent issues will be discussed in turn.
relying on sophisticated computational devices . L
or extensive memory capacities. However, th8PPIYing PARSER to Lifesize Problems
model’s ability to reproduce the experimental As we have mentioned, PARSER works
results of Saffran et al. does not establish itthanks to the interaction between one property
relevance with regard to acquiring natural lanef the language and a few properties of the
guage in real-life conditions. The material usettuman processing system. Are there any rea
in the experiments of Saffran and co-workerssons to believe that this interaction occurs only
as well as the conditions in which this materialvith the simplistic language used by Saffran
was presented to the participants, ignored and co-workers? The target property of the lan-
number of important aspects of natural language, namely that the probability of repeatedly
guage. Some differences were inherent in argelecting the same group of syllables by chanc:
laboratory analog of a lifesize problem. Naturails higher if these syllables form within-word
language acquisition does not consist in identrather than between-words components, is ob
fying six words used again and again in a fewiously shared by the artificial Saffran et al.
minutes, but many thousands of words distribmaterial and by any natural language. Likewise,
the properties of the processing system or

3 As suggested by an anonymous reviewer, it is alsg

possible that the overachievement of the model is notduewhICh PARSER relies are very general. For

PARSER itself, but rather to the way in which performancénStanC_& one fundqr_nental_ stumption of the
in the final tests of Saffran et al. (1996a, 1996b, 1997) wagodel is that a cognitive unit is forgotten when
estimated from the word knowledge provided by PARSERn ot repeated and strengthened with repetition

We assumed no memory decrement during this phase. TITehiS assumption may be taken for granted irre-
model may outperform humans because the participants in

final forced-choice test of Saffran et al. may have expen@pecuve of whether the process occurs n the

enced interference from the repeated presentation of nofEW Mminutes OT an eXperimental S.eSSio_n or
words and part-words. across larger time scales, in keeping with a
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long-standing tradition of research on the lawa considerable amount of repetition. For com-
of memory and associative learning. In conseparison, the type-token ratio in the Saffran et al.
guence, PARSER's principles seem to be rel¢1996b) experiments with 8-month-old infants
vant to natural as well as to artificial languagewas .022. The rate of repetition is higher in the
Briefly stated, the generality of PARSER isSaffran et al. material, but the difference is not
ensured by both the generality of the behaviorals striking as could be anticipated. Unfortu-
laws (e.g., only repeated units shape longiately, the comparison is only partially relevant,
lasting representations) and the generality of tHeecause, even if one assumes a fixate of
language property (the most repeated units arepetition, the lag between two occurrences of
the words) on which it relies. the same word would still depend on the size of
However, despite the theoretical relevance dhe corpus, with a larger corpus having a longet
its principles, the application of the present vermean lag. Thus, we suspect that the preser
sion of PARSER to the acquisition of naturaincarnation of PARSER would fail to parse the
language is far from trivial. Adults modify their Korman corpus because the chance for a unit t
language to some extent when interacting withe perceived again before disappearing from the
children. Child-directed language (“mother-percept shaper would be very low.
ese”) is simpler than adult language, and An obvious remedy might be to reduce the
speech addressed to preverbal infants is simplergetting rate. However, this would probably
still than speech addressed to older childregenerate an unrealistic number of strongly
(e.g., Aslin, Woodward, LaMendola, & Bever,weighted units in the percept shaper for a
1996). Therefore, we have to consider two issimple artificial language, and adjusting a pa-
sues in turn, pertaining, respectively, to the abikameter as a function of the to-be-learned
ity of PARSER to deal with motherese and tanaterial appears unsuitable. Fortunately,
the value of PARSER as a model of learninghere is a more elegant solution. In the presen
with an input of increasing complexity. version of PARSER, forgetting was simulated
To address the first issue, let us consider thbrough a linear decrement. This may be a
Korman (1984) corpus, which consists ofeasonable approximation when only short
speech directed to infants before 16 weeks aifme intervals are considered, as in the presen
age. This corpus contains 1888 types of differexperimental settings. However, there is evi-
ent words. If one leaves out onomatopoetidence that the forgetting curve fits only mod-
words and interjections that often occur in isoerately well with a linear trend (e.g., Rubin &
lation, the corpus still contains more than 1000Venzel, 1996), especially when the study-—
words (Christiansen et al., in press). This valutest interval increases. A more realistic power
is lower than the tens of thousands of wordfunction, for instance, would make it possible
composing adults’ language, but is arguablyo combine a rapid initial decay, which may
still more unlike the four to six words used bybe appropriate for most experimental situa-
Saffran and co-workers. The problem does naions, with the long term persistence of resid-
stem from the number of words per se, becausel traces in memory, which is needed for the
there is no theoretical reason to limit the size oficquisition of a language under natural con-
the percept shaper, the memory store, or mentditions. Such a modification of the forgetting
lexicon of PARSER. However, it could be ar-function would not be a poorly motivated
gued that PARSER would work poorly whilead-hoc adjustment of parameters, but instea
trying to segment motherese, because the ratewbuld embed PARSER even more solidly
forgetting used in the present simulations is towithin our knowledge about human memory.
high to allow a given unit to be perceived again Although the relevance of PARSER for deal-
before it is dropped from the percept shaper. ing with motherese is of primary concern for
One possible counterargument is that motHanguage acquisition, it must be kept in mind
erese is quite redundant. The Korman (1984hat the final outcome of the process is adults’
corpus has a type-token ratio of .05, indicatingatural language mastery. This raises the secor
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issue, regarding the value of PARSER as paper to make PARSER able to integrate some
model of learning with an incremental input.of these aspects, as for instance, Christiansen «
PARSER appears especially well-suited foal. (in press) were recently able to do for El-
such a task. Indeed, in PARSER, any new peman’s (1990) simple recurrent network. How-
ceived unit does not affect the nature of thever, it is worth considering whether such an
units already present in the percept shaper. ittegration would be possible, and how an im-
does affect the weight of similar units throughproved version of the model might work.

the process of retroactive interference, but in a Let us first consider the pauses in the speecl
quite limited way. The effect of interferenceflow. Exploitation of the pauses could be imple-
becomes practically negligible for a given unitmented in the program step in which the size of
once this unit has been strengthened a fethe next percept is selected (Fig. 1, step a). Ir
times. This ensures stability of the system in th#éhe current version of the model, the number of
face of new input. Moreover, in PARSER, theunits processed in one attentional focus is ran
units the processing system has already fourdbmly determined. We postulated that this pro-
are used to segment new utterances, and hereaslure was appropriate for reproducing the ef-
to discover new units. This property is a consefects of the various and uncontrolled factors
guence of one of the fundamental psychologicalthich modify the boundaries of the momentary
principles in which PARSER is rooted, namelyattentional window, such as the listener’s state
that internal representations guide perceptionf vigilance, when a participant is exposed to a
Thus, when the system is faced with incrememew language in Saffran and collaborators’ ex-
tal input, its constituent units are not only leftperiments. However, in real-world settings,

almost intact, but help with the relevant codingpauses provide natural cues for segmenting th
of this input. speech flow from its very beginning. Although

These remarks about PARSER’s power artne information is insufficient for full segmen-
mostly speculative. These speculations need tation, it may be quite useful for children given
be empirically supported by running simulathat child-directed language is characterized by
tions on actual corpuses. As mentioned aboveery short utterances separated by clear pause
this entails some modifications to make the prdncorporating the information provided by the
gram more realistic, at least with regard to thpauses into PARSER is straightforward: we
forgetting function. We now examine whetheisimply need to constrain selection of the num-
other modifications would be possible to takdser of units perceived in one attentional focus
into account some of the multiple cues for worcguch that the content of an attentional focus
boundaries available in natural language. does not straddle pauses. This would make th

, . model more powerful, although the exact
The Integration of Other Cues for Segmenting, mqnt of improvement is a matter for further

Speech simulation studies.

Earlier, we mentioned some of the prosodic The exploitation of additional prosodic and
and phonological cues that children may use tphonological features correlated with word
segment the speech stream into words (for réoundaries (e.g., rhythm, allophonic variation)
cent review, see Brent & Cartwright, 1996; Mcraises a more complicated problem. When the
Donald, 1997; Jusczyk, 1997). All of these cuefunction of these features is known, their use
were intentionally removed from the materiakould be implemented in PARSER in the same
used by Saffran et al. Participants’ achievementay as pauses, that is, as additional constraint
in these studies, as well as the performance oh the boundaries of the successive percept:
PARSER, suggest that such cues are not strictjowever, unlike pauses, other prosodic anc
necessary to correctly segment linguistic uttepphonological cues do not provide a natural in-
ances. This does not mean that the prosodic aditation for segmentation. Their function in a
phonological cues do not intervene in the segarticular language needs to be inferred by the
mentation process. It is beyond the scope of thisstener. PARSER had no mechanisms to make
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such inferences. Because use of this information maternal speech to infants. In J. L. Morgan and K.
may be increasingly important with a natural ~Pemuth (Eds.)Signal to Syntaxpp. 117-134). Mah-
Ianguage as expertise progresses’ thlS Inablllé¥en\t/ar|\l/,|N|‘?] Ii&rlt?:rrt‘r\]/\.ll’ight T. A (1996). Distributional
ref\::)e::ssagRimﬁortam "rrt]:;[?'tign on thtehgeneralti:]y régularit;/ and phonote;ctic constraints are useful for
0 . However, this aoes not hamper the  segmentationCognition, 61, 93—125.
utility of PARSER even with regard to the ex-Case, Ig (1993). The%ries of learning and theories of devel
ploitation of these cues. We pointed out in the —opmentEducational Psychologis£8, 219-233.
introduction that basing word segmentation exgstiansen, M. H., Allen, J., & Seidenberg, M. S. (in
clusively on prosodic and phonological cues press.)' Learning to segment speech using multiple
. . . ; cues: A connectionist moddlanguage and Cognitive
would be circular, given that discovering the  prgcesses.
statistical regularities associated with the wordeutler, A., & Butterfield, S. (1992). Rhythmic cues to
level organization of the language implies prior  speech segmentation: Evidence from juncture misper-
knowledge of at least some words. The mecha- gg‘;ﬁon-k’“ma' of Memory and Languag8}, 218~
niISMs ,mVOIVed ",1 _F_)ARSER could allow theEchols, C H., Crowhurst, M. J., & Childers, J. B. (1997).
formation of an initial knOWIedge base from The perception of rhythmic units in speech by infants
which prosodic and phonological regularities  and adults.Journal of Memory and Languagés,

could be subsequently inferred and exploited. ~ 202-225.
Eimas, P. D. (1997). Infant speech perception: processing
Conclusion characteristics, representational units, and the learning

of words. In R. L. Goldstone, P. Schyns, and D. E.
We have presented a new account of the \edin (Eds.)The psychology of learning and motiva-

ability to extract words from a continuous flow  tion, (Vol. 36, pp. 127-169). San Diego: Academic
of speech that lacks prosodic cues, as evidenced Press. o o N
by Saffran and co-workers in adults, Ch“drenl,zlman, J. L. (1990). Finding structure in tim€ognitive

. . . Sciencel4,179-211.
apd infants. Our account rehgs on general prlr]E—inney’ S.. Protopapas, A. & Eimas, P. D. (1996). Atten-
C|p|e§ of memory and a}ssomatwg _leam'ng_and tional allocation to syllables in American English.
requires no computational abilities besides Journal of Memory and Languag85, 893—-909.
those involved in any memory-based behavioFischer, K., & Granott, N. (1995). Beyond one-dimensional
The achievement of PARSER, a computer change: Parallel, concurrent, socially distributed pro-
model implementing these principles, Supported cesses in learning and developmetitman Develop-

) ment, 38, 302—314.
our account of word segmentation, at least Whegi4sione. R. L. Schyns, P.. & Medin, D. E. (1997).

applied to an artificial languages identical or  Learning to bridge between perception and cognition.
similar to those used by Saffran and co-workers. In R. L. Goldstone, P. Schyns, & D. E. Medin (Eds.),
Admittedly, some aspects of the present version The psychology of learning and motivatidivol. 36,

of PARSER, notably the forgetting function,  PP- 1-14). San Diego: Academic Press.

. . . . Jusczyk, P. W. (1997)The discovery of spoken language.
appear ill-suited for dealing with natural lan- Cambridge, MA: MIT Press.

guage acquisition. These aspects ought to Bgsczyk, P. W., Kennedy, L. J., & Jusczyk, A. M. (1995).
modified in further versions of the model, in  Young infants’ retention of information about sylla-
order to assess PARSER's ability to parse into bles.Infant Behavior and Developmerit8, 27-42.
words a natural language corpus. Our claim jgarmiloff-Smith, A. (1992).Beyond modularity: A devel-

P i opmental perspective on cognitive scieri@ambridge,
that generalization to the acquisition of natural MA: Bradford/MIT Press.

language can be envisioned with reasonable OR5rman, M. (1984). Adaptive aspects of maternal vocaliza-
timism, because the psychological principles, as tions in differing contexts at ten weekirst Lan-
well as the property of language that triggers the guage,5, 44-45.

efficiency of these principles, extend quite welMackintosh, N. J. (1975). A theory of attention: Variations

from laboratory conditions to real-life settings. in the associability of stimuli with reinforcemerRsy-
chological Review82, 276—-298.
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